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Critical steady states of all-to-all squeezed and driven superradiance: An analytic approach
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We analyze the properties across steady-state phase transitions of two all-to-all driven-dissipative spin models
that describe possible dynamics of N two-level systems inside an optical cavity: squeezed superradiance and
driven superradiance. We show that the finite size behavior around the critical points can be captured correctly
by carefully identifying the relevant nonlinearities in the Holstein-Primakoff representation of spin operators
in terms of bosonic variables. With these tools, we calculate analytically various observables across the phase
transitions and obtain their finite size scalings, including numerical prefactors. In particular, we look at the
amount of spin squeezing carried by the steady states, of relevance for quantum metrology applications, and
describe in analytical detail the mechanism by which the optimal spin squeezing acquires logarithmic corrections
that depend on the system size. We also demonstrate that the logarithmic nature of these corrections is difficult
to characterize through numerical procedures for any experimentally realistic and/or simulable values of particle
number. We complement all of our analytical arguments with numerical benchmarks.
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I. INTRODUCTION

Studying the behavior of quantum systems in the presence
of decoherence and dissipation [1] is of paramount importance
in the field of quantum technologies, both for practical and
fundamental reasons. On the practical side, mitigating the
effects of unwanted sources of decoherence is a necessary
requirement for applications in quantum metrology [2], sim-
ulation [3,4], and computation [5]. On the fundamental side,
combining dissipation with coherent processes and/or drives
can lead to novel kinds of behavior [6–10], both dynamically
[11–14] and in steady-state conditions [15–21], and these in-
sights can then be used as tools for more pragmatic endeavors.

An important avenue of research in driven-dissipative sys-
tems is devoted to understanding the steady states towards
which these systems relax at long times. In particular, these
steady states can undergo phase transitions when parame-
ters of the system are varied. The strong reorganization of
quantum and classical fluctuations that occurs near these
phase transition points can then be utilized for, e.g., quantum
metrology applications, and the possibility of accessing these
resources by just waiting for a system to relax constitutes
a very appealing prospect for the preparation of entangled
states. Importantly, tuning the system close to a transition
point can be done not only by controlling coherent pro-
cesses but also by deliberately engineering dissipation sources
[22–24].

A class of driven-dissipative systems where steady states
are of practical relevance is provided by all-to-all spin models
[11,25–30], where the generation of steady-state spin squeez-
ing [31,32] (useful for, e.g., accurate timekeeping [33–35])
is a well-documented effect. The amount of spin squeezing
attainable is typically diagnosed using a variety of controlled
approximations (mean-field theory, Holstein-Primakoff [36],
etc.) which give the correct answer when N , the number

of spins, goes to infinity. In practice, the optimal squeezing
is estimated numerically because it occurs close to phase
transition points, where these analytic approaches ordinarily
fail [37]. The common expectation is that this optimal value
shows finite-size scaling and thus improves with N accord-
ing to a power law dependence. This is also true of generic
observables and quantum phase transitions in closed all-to-all
systems [38–40], though in that case renormalization [41,42]
and field theory [43] techniques have been used to get analyt-
ical control.

Building on techniques used for ground-state transitions
[44–46], in this paper we show that observables of all-to-
all systems close to steady-state phase transition points can
be calculated analytically by using the Holstein-Primakoff
approximation consistently. In particular, we focus on the
optimal spin squeezing in two distinct all-to-all spin models
that have favorable metrological properties [30,47]. We find
that there are non-power-law corrections in N that arise due
to the optimization process and that are unique to the open
quantum system setting, where steady states can be mixed.
These corrections behave logarithmically when N is very
large, but clean observation of this trend requires working
with N > 1023 particles, which is outside the scope of any
realistic numerical simulation and partly explains the discrep-
ancies in reported power law exponents [27,47–49].

Our work is organized as follows: In Sec. II we intro-
duce the mathematical models that we will study and give a
small overview of their common mathematical properties. In
Sec. III we analyze squeezed superradiance, where an ensem-
ble of atoms interacts with squeezed vacuum light [50–52],
and whose critical properties are known to behave differently
depending on the parity of N [47]. In line with this, we
perform independent analyses for each of these cases. Finally,
in Sec. IV we study driven superradiance, where an ensemble
of atoms is subjected to the competition between an external
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laser drive and collective decay of excitations. This is a model
that has also been studied in other contexts under the name of
cooperative resonance fluorescence [25,53,54].

II. MODELS

We consider two different driven-dissipative models, de-
scribed by the following master equations:

∂t ρ̂ = �′

N
D(Ŝx − iζ Ŝy)ρ̂ (1)

∂t ρ̂ = −i[�Ŝx, ρ̂] + �

N
D(Ŝ−)ρ̂, (2)

where ρ̂ is the density matrix of the system; D(Ô)ρ̂ =
Ôρ̂Ô† − {Ô†Ô, ρ̂} is the standard dissipation superoperator;
Ŝx,y,z = ∑N

i=1 σ̂ i
x,y,z/2 are collective spin operators; σ̂ i

x,y,z are
Pauli matrices describing the ith two-level system; Ŝ− = Ŝx −
iŜy; and �, �, �′, and ζ are system parameters that can be
varied to access the different steady-state phases present in
these models. Steady states ρ̂ss are defined as the solutions to
Eqs. (1) and (2) that satisfy ∂t ρ̂ = 0. These models were cho-
sen because of their relevance in the literature, their favorable
metrological properties, and the possibility of implementing
them experimentally using minimal ingredients. We include
schematic depictions of specific implementations in cavity
systems in Figs. 1(a) and 3(a), and we explain them in more
detail in the relevant sections of the paper.

Both models conserve (in the strong sense [55,56]) the spin
length operator, Ŝ2 = Ŝ2

x + Ŝ2
y + Ŝ2

z , which allows us to focus
on a single symmetry sector of Hilbert space, characterized
by Ŝ2 = (N/2)(N/2 + 1). The states satisfying this condi-
tion constitute the “Dicke manifold”, are symmetric under
permutation of the atoms, and span an N + 1 dimensional
representation of the SU(2) algebra generated by Ŝx,y,z. This
reduction in the size of the relevant sector of Hilbert space
means that numerical simulations for large values of N ∼ 104

are possible, even in the presence of dissipation. Since we will
be working exclusively in the Dicke manifold, we will make
a small digression to point out important features about these
states before addressing the specific properties of the models
we will study.

Properties of Dicke manifold

A typical basis for the Dicke manifold is given by |m〉,
which are eigenstates of Ŝz satisfying Ŝz |m〉 = m |m〉, with
|m| � N/2. These states can also be represented graphically
as a distribution on the surface of a collective Bloch sphere of
length N/2 by means of various quasi-probability functions.
In this paper we will exclusively use the Husimi distribution,
defined as

Qρ̂ (θ, φ) = 1

4π
〈θ, φ|ρ̂|θ, φ〉 , (3)

where θ and φ are zenith and azimuthal angles in spherical
coordinates, and |θ, φ〉 are spin coherent states [57]:

|θ, φ〉 = (cos θ/2)N etan(θ/2)eiφ Ŝ− |m = N/2〉 . (4)

In particular, the Husimi function of the spin coherent state
|θ, φ〉 is highly concentrated along the θ, φ direction on the

(a)

(b)

FIG. 1. (a) Cavity implementation of SSR relies on two tones
(�±) driving cavity-assisted two-photon Raman transitions on the
two-level system of interest, indicated by the shaded region in the
right panel. Light escapes from the cavity with rate ∝ �′. (b) Steady-
state phase diagram of squeezed superradiance as a function of ζ .
Spheres show the Husimi distribution of the steady state at ζ =
−1, 0, 1 (from left to right) for N = 101. (c) Numerical steady-state
values of 〈Ŝz〉 and Tr(ρ̂2

ss ) (purity) for N = 101. Inset: close-up of
the transition region (ζ ≈ 0) that showcases the differences between
even N = 100 and odd N = 101.

Bloch sphere and is rotationally symmetric around this direc-
tion. The distribution is of size ∼√

N transverse to the Bloch
vector direction.

III. MODEL I: SQUEEZED SUPERRADIANCE

The model given in Eq. (1), which we reproduce here,

∂t ρ̂ = �′

N
D(Ŝx − iζ Ŝy)ρ̂, (5)

is named “squeezed superradiance” [52,58,59] (SSR). It was
introduced in Refs. [51,60] to describe a system of two-level
emitters incoherently driven by broadband squeezed vacuum
light.

This model can also be engineered inside QED cavities
[50], as depicted in Fig. 1(a). In the proposal of Ref. [50],
this is achieved by driving two-photon Raman transitions
(with Rabi drives �±) between two degenerate atomic states
where one of the Raman legs is provided by a cavity mode.
The effects of photon loss through the cavity mirrors (with
rate ∝ �′) lead to an effective atom-only model described by
Eq. (1), where ζ ∝ (�2

+ − �2
−) is controlled by the imbalance

between Rabi drive strengths. In this case, the presence of
collective atomic operators Ŝx,y,z reflects the fact that the pho-
tons escaping the cavity do not carry information about which
atoms they were emitted from. This model also provides an
example of relaxation towards an entangled dark state by an
adequate engineering of dissipation processes [47,50,61].
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In the thermodynamic limit N → ∞, the model displays a
first-order phase transition at ζ = 0, as illustrated in Figs. 1(b)
and 1(c):

(1) When −1 < ζ < 0, the steady state is a large spin
pointing along the +z direction: 〈Ŝz〉 = N/2 and 〈Ŝ−〉 = 0.

(2) When 0 < ζ < 1, the steady state is a large spin point-
ing along the −z direction: 〈Ŝz〉 = −N/2 and 〈Ŝ−〉 = 0.

Far away from the transition point ζ = 0, the behavior
of quantum fluctuations about the mean-field state can be
described analytically by means of linearization. For com-
pleteness, we reproduce here the main results derived from
this analysis [59].

Without loss of generality we consider 0 < ζ < 1 only,1

where the steady state is polarized along the −z direction.
This allows us to use the (exact) Holstein-Primakoff [36]
representation of spin operators about −z

Ŝz = −N/2 + â†â, Ŝ− = (
√

N − â†â)â, (6)

where â is the annihilation operator for an auxiliary bo-
son. The strong polarization along −z, valid away from the
critical point, is mathematically expressed by the conditions
〈â†â〉 , Var(â†â)1/2 � N , which imply that Ŝ− can be approx-
imated by

√
Nâ. Within this approximation, Eq. (1) becomes

˙̂ρ = �′

2
D(x̂ + iζ p̂)ρ̂, (7)

where x̂ = (â + â†)/
√

2 and p̂ = (â − â†)/(i
√

2) are the
bosonic quadrature approximations of Ŝx and −Ŝy. The jump
operator of the linearized evolution equation is x̂ + i p̂, which
possesses a unique dark state defined by (x̂ + iζ p̂) |Dζ 〉 = 0.
At long times, the system evolves towards this state, which
satisfies 〈x̂〉 = 〈p̂〉 = 0 and

2 〈x̂2〉 = 1

2 〈p̂2〉 = ζ . (8)

As ζ approaches 0, so does 〈x̂2〉, and hence the spin variable Ŝx

gets squeezed. However, at the same time 〈p̂2〉 approaches ∞,
violating the conditions for strong polarization. Solving for
the steady state around ζ ≈ 0 using this particular instance
of the Holstein-Primakoff representation demands that we
solve a highly nonlinear bosonic problem and is thus not a
convenient route of attack.

The computations within Holstein-Primakoff indicate that,
away from the critical point, there is a steady state that
is Gaussian and pure for any N . However, as shown in
Refs. [47,51,60], a pure steady state exists only when N is
even, while the state becomes strongly mixed close to ζ = 0
for odd N . This is illustrated in the inset of Fig. 1(c) by means
of the state purity Tr(ρ̂2

ss) for N = 100, 101, but the different
behaviours for even or odd N will also be manifested in ob-
servables such as variances. For even N , Holstein-Primakoff
is consistent with the exact result and both describe pure
steady states. When N is odd, Holstein-Primakoff and the
exact result are in tension, so we conclude that the steady

1The steady state for π/4 < θ < π/2 can be related to the steady
state for 0 < θ < π/4 by means of the unitary rotation exp(iπ Ŝx ).

state cannot be pure, but must be only approximately pure.
Since the properties of the steady state across the critical point
are very sensitive to the parity of N [47], we do independent
analyses for even and odd N . We begin with even N , where a
proper pure steady state exists.

A. Even N

In this case the steady state of the system is pure for all
values of ζ [51,60], and is defined by

(Ŝx − iζ Ŝy) |Dζ 〉 = 0. (9)

While this equation can be solved exactly, we will instead
perform approximations that lead to a more intuitive grasp of
the properties of the state |Dζ 〉 in a way that is also relevant
for the odd N case. We do this by taking advantage of the fact
that the steady state is highly concentrated around Ŝx = 0 [see
Fig. 1(b)] and using another Holstein-Primakoff representa-
tion, but this time about the +x direction:

Ŝx = N

2
− b̂†b̂, Ŝz − iŜy = −(

√
N − b̂†b̂)b̂, (10)

where b̂ is a different auxiliary boson. Since 〈Ŝx〉 ≈ 0 in the
steady state, the boson b̂ is highly excited, with 〈b̂†b̂〉 ≈ N/2.
Nevertheless, the fluctuations in Ŝx are of size ∼√

N and
translate into ∼√

N fluctuations in boson excitation, which
are thus very small relative to its extensive occupation. Un-
der these conditions, it becomes advantageous to use the
number-phase representation of bosons [62] as the starting
point of our approximations:

b̂ = eiφ̂
√

n̂, (11)

where n̂ = b̂†b̂ is the number operator, eiφ̂ reduces boson
occupation with unit amplitude,2 and they satisfy the commu-
tation relation [n̂, eiφ̂] = −eiφ̂ . To lowest order in 1/N we can
replace n̂ ≈ N/2 in the equations for Ŝy,z, so that we have

Ŝx = −δn̂, Ŝz ≈ −N

2
cos φ̂, Ŝy ≈ N

2
sin φ̂, (12)

where δn̂ ≡ n̂ − N/2 measures the excitation number with
respect to its macroscopic occupation. The pure steady-state
condition is then reframed as(

δn̂ + iζN

2
sin φ̂

)
|Dζ 〉 = 0. (13)

This equation can be solved by resorting to wave functions in
the φ̂ representation: Dζ (φ) = 〈φ|Dζ 〉, in which δn̂ becomes
i∂φ . Solving the ensuing first-order differential equation leads
to the following (unnormalized) wave function for the dark
state:

Dζ (φ) = e
ζN
2 cos φ. (14)

Away from the critical point ζN is much larger than 1, so
the wave function is concentrated around φ = 0, indicating
that the state is polarized along −z. Instead, when ζN � 1,
the wave function is distributed along a full circle, indicating
proximity to a Ŝx eigenstate. Using the explicit form for Dζ (φ)

2There are subtleties around the boson vaccuum, but they are of no
relevance here due to the macroscopic ∼N boson excitation.
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(a) (b)

(c) (d)

FIG. 2. (a) Steady-state variance of Ŝx in squeezed superradiance (SSR) as a function of ζ . We show numerical results for N = 1000 (solid
blue) and N = 1001 (solid red), and the analytical formulas given in Eqs. (15) and (25) for N = 1000 (blue dots) and N = 1001 (red dots),
respectively. (b) Steady-state value of Ŝz is the same for even and odd N . The analytical formula is given by Eq. (15). (c) Steady-state value
of ξ 2. Analytical formulas are Eq. (16) (N = 1000, blue dots) and Eq. (26) (N = 1001, red dots). We also show the approximation given by
Eq. (27) (dashed green), which captures correctly the minimum. (d) Optimal squeezing as a function of particle number for N odd. Blue dots
are obtained numerically and solid orange line is the first line of Eq. (29).

we can calculate observables such as

〈Ŝz〉 = −N

2

I1(ζN )

I0(ζN )
,

〈
Ŝ2

x

〉 = ζN

4

I1(ζN )

I0(ζN )
, (15)

where Ik is the kth modified Bessel function of the first kind.
As ζ → 0, both 〈Ŝz〉 and 〈Ŝ2

x 〉 approach 0 since the dark state
approaches the Ŝx = 0 eigenstate close to the critical point.
However, the spin squeezing parameter [63]

ξ 2 ≡ N
Var(Ŝx )

〈Ŝz〉2 = 1

N

[
ζN

I0(ζN )

I1(ζN )

]
(16)

approaches the finite value 2/N . We benchmark these results
by numerically computing 〈Ŝz〉, 〈Ŝ2

x 〉, and ξ 2 as a function of ζ

for N = 1000 using Eq. (9), and show the results in Fig. 2. We
find excellent agreement between the numerical calculations
and our analytical expressions.

B. Odd N

The steady state is not truly pure in this situation, but can
still be written exactly [47,51,60]:

ρ̂I
ss ≡

(
1

Ŝx − iζ Ŝy

)(
1

Ŝx + iζ Ŝy

)
(17)

up to a normalization factor, which we will calculate later. For
this discussion it is convenient to introduce the spectrum of the
steady state, ρ̂I

ss |λk〉 = λk |λk〉, where k indexes eigenvalues in
order of decreasing magnitude. Equivalently,

(Ŝx + iζ Ŝy)(Ŝx − iζ Ŝy) |λk〉 = 1

λk
|λk〉 . (18)

If N were even, then 1/λ0 would be 0, λ0 would be ∞ (while
all other λk would be finite), and the weight of |λ0〉 in the
steady state would be infinitely larger than the weight of the
other eigenstates of ρ̂I

ss. The steady state would then be exactly
pure. When N is odd this is no longer the case and the rest
of the eigenstates may contribute to physical observables.
Nevertheless, the Holstein-Primakoff linearization about −z
indicates that the steady state should be approximately pure
when ζ is not close to 0, i.e., λ0 should be very large, though
not ∞.

Since the state is still squeezed along Ŝx, as in the even N
case, we use the Holstein-Primakoff replacements about +x
given in Eq. (12) to arrive at(

δn̂ − iζN sin φ̂

2

)(
δn̂ + iζN sin φ̂

2

)
|λk〉 = |λk〉

λk
. (19)

In fact, λ0 can be calculated analytically (see Appendix A):

λ0 = π2[I0(ζN )]2, (20)

which is exponentially large in ζN . The wave function of
|λ0〉 is approximately the same wave function as that of |Dζ 〉,
namely, 〈φ|λ0〉 ∝ exp(ζN cos φ/2), so that expectation val-
ues with respect to this state can be imported directly from
Eq. (15). However, to calculate the steady-state observables
we need to perform a sum over the contributions of all
eigenstates of ρ̂I

ss, not just the first one. For example, the
normalization factor is

Tr
(
ρ̂I

ss

) = λ0 +
N∑

k=1

λk. (21)

013709-4



CRITICAL STEADY STATES OF ALL-TO-ALL SQUEEZED … PHYSICAL REVIEW A 109, 013709 (2024)

We know λ0 can be large [of size e2ζN ], so the relevant ques-
tion is whether the other eigenvalues introduce some extra N
dependence. We can get a rough idea of their contribution
by considering λk in Eq. (19) for k large, meaning λk small.
The sin(φ) terms are of size 1 when ζN ∼ 1 but the eigen-
values are large (λ−1

k  1), so they are mostly determined by
δn̂ = −Ŝx and the eigenstates are, to a good approximation, Ŝx

eigenstates. The spectrum of Ŝx is comprised of half-integers
and can be identified with k + 1/2. Thus, for large k, Eq. (19)
becomes Ŝx |λk〉 ≈ λ−1

k |λk〉 and we see that λk ∼ k−2. Be-
cause of this, the sum quickly converges to an N independent
value and we can approximate Tr(ρ̂I

ss ) ≈ λ0. Similarly,

Tr
(
ρ̂I

ssŜz
) = λ0

〈
λ0

∣∣Ŝz

∣∣λ0
〉 + N∑

k=1

λk 〈λk|Ŝz|λk〉 . (22)

Since the |λk〉 approach Ŝx eigenstates, 〈λk|Ŝz|λk〉 approaches
0 as k increases and the sum converges even faster than the
sum for the normalization. Thus, Tr(ρ̂I

ssŜz ) ≈ λ0 〈λ0|Ŝz|λ0〉
and

〈Ŝz〉 = Tr
(
ρ̂I

ssŜz
)

Tr
(
ρ̂I

ss

) ≈ −N

2

I1(ζN )

I0(ζN )
, (23)

using Eq. (15). The profile for 〈Ŝz〉 as a function of ζ is
therefore the same as the one for the even N case, which is
illustrated in Fig. 2(b). Finally,

Tr
(
ρ̂I

ssŜ
2
x

) = λ0
〈
λ0

∣∣Ŝ2
x

∣∣λ0
〉 + N∑

k=1

λk
〈
λk

∣∣Ŝ2
x

∣∣λk
〉
. (24)

In this case, 〈λk|Ŝ2
x |λk〉 increases as k2 as k increases, cancel-

ing the k−2 from λk . Thus, the sum contributes a term that
scales like N . The exact prefactor can be calculated using
semiclassical analysis (see Appendix B) and leads to

〈
Ŝ2

x

〉 ≈ ζN

4

I1(ζN )

I0(ζN )
+

(
N

1 + ζ

)
λ−1

0 , (25)

where 〈Ŝ2
x 〉 = Tr(ρ̂I

ssŜ
2
x )/Tr(ρ̂I

ss ) ≈ λ−1
0 Tr(ρ̂I

ssŜ
2
x ) and we have

used Eq. (15) to replace 〈λ0|Ŝ2
x |λ0〉. In contrast to the even N

case, when ζ � 1/N the Ŝx variance approaches a constant
nonzero value (though still below the quantum projection
noise value N/4), determined by all the eigenstates |λk〉, even
if the contribution from |λ0〉 vanishes. Since the contrast 〈Ŝz〉
does go to 0, this means that the squeezing parameter should
have a minimum at a finite value of ζ . Putting these results to-
gether leads to the following functional form for the squeezing
parameter:

ξ 2 ≈ ζ

[
I0(ζN )

I1(ζN )

]
+ 4

π2I1(ζN )2
, (26)

where we have set ζ ≈ 0 in all expressions except in the ar-
guments of the Bessel functions (where ζ is multiplied by N).
The first term comes from the |λ0〉 state, while the second one
comes from the other eigenstates |λk〉. We benchmark these
results by numerically calculating 〈Ŝz〉, 〈Ŝ2

x 〉, and ξ 2 from the
steady-state density matrix ρ̂I

ss = 1/(I†I ) for N = 1001 and
comparing them against Eqs. (25) and (26) in Fig. 2. We find
good agreement, and showcase the presence of a minimum ξ 2.

To obtain an analytical estimate of the minimum, we fur-
ther assume that ζminN � 1 so that we can approximate ξ 2 as

ξ 2 = ζ + 8ζN

π
e−2ζN . (27)

This approximation captures correctly the minimum, as
shown in Fig. 2(c), but misses the behavior at smaller ζN .
We minimize this expression with respect to ζ to obtain

ζminN = 1

2

[
1 − W−1

(
− πe

8N

)]

ζminN ≈ 1

2

[
ln

(
8N

π

)
+ ln ln

(
8N

πe

)]

+ O

(
ln ln N

ln N

)
, (28)

where W−1 is the −1 branch of the Lambert W function, and
the second line is the result of an expansion of W−1 about
N = ∞. Notice that as N increases so does ζminN , which
guarantees the validity of the approximation ζminN � 1 for
large N . Similarly,

ξ 2
min = ζmin

(
1 + 1

2ζminN − 1

)

ξ 2
min ≈ 1

2N

[
ln

(
8Ne

π

)
+ ln ln

(
8N

πe

)]
. (29)

Thus, in the case of odd N there is a logarithmic correction
to the scaling of the minimum squeezing ξ 2. While these
corrections are mild, they can create confusion about finite
size scalings if a power law dependence on N is fitted naively.
For example, fitting a power law for ξ 2

min obtained numerically
between N = 102 and N = 104 gives a behavior consistent
with N−0.9. Furthermore, cleanly observing the logarithmic
behavior numerically is very challenging since corrections are
of relative size ln ln N/ ln N , which is only 0.07 even for N =
1023. Instead, the first lines of Eqs. (28) and (29) are more
accurate expressions [as shown in Fig. 2(d) for the optimal
ξ 2], with relative corrections of size N−1. Note also that this
logarithmic behavior is a consequence of the minimization
process. If we had considered fixed ζN , Eq. (26) indicates that
ξ 2 reaches a constant value as N is increased.

IV. MODEL II: DRIVEN SUPERRADIANCE

We now switch to the second model, given by Eq. (2),
which we reproduce here for reference:

∂t ρ̂ = −i[�Ŝx, ρ̂] + �

N
D(Ŝ−)ρ̂, (30)

and whose (unnormalized) steady state can also be written
exactly [64,65]:

ρ̂II
ss =

(
1

Ŝ− + iNϒ
2

)(
1

Ŝ+ − iNϒ
2

)
, (31)

where ϒ = 2�/�. We will refer to this model as driven su-
perradiance, for clarity. The model has two ingredients. One is
the external drive �Ŝx, which induces Rabi flopping between
the two atomic levels we are considering. In the context of an
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(a)

(b)

(c)

FIG. 3. (a) Implementation of driven superradiance in an optical
cavity with a Rabi drive (�) and collective emission (�) through the
cavity mirrors, which creates correlations between atoms. (b) Steady-
state phase diagram of driven superradiance as a function of ϒ =
2�/�. Spheres show the Husimi distribution of the steady state
at ϒ = 0.75, 1, 2 (from left to right) for N = 100. (c) Numerical
steady-state values of 〈Ŝy〉, 〈Ŝz〉, and Tr(ρ̂2

ss ) (purity) for N = 1000.

optical cavity, it can be engineered by shining the atoms with
laser light resonant with the two-level transition [see Fig. 3(a),
left]. The second ingredient is collective decay, mathemati-
cally described by the jump operator

√
�/NŜ−. This effective

decay process is a consequence of photon leakage through the
cavity mirrors, whereby atomic excitations are transformed
into intracavity photons that then quickly escape the system.
As in squeezed superradiance, these photons do not carry
information about which atom they were emitted from, so the
decay process is collective [see Fig. 3(a), right]. The effective
atomic description in terms of Ŝ−, which neglects intracavity
photon dynamics, arises after adiabatic elimination of the
cavity degree of freedom, which is a valid procedure when
the lifetime of a photon inside the cavity is much shorter
than any other relevant timescale [66]. Equation (30) also
describes a simplified instance of the phenomenon known as
cooperative resonance fluorescence in the limit where single
particle emission into free space is neglected [25,53,54].

In the thermodynamic limit, driven superradiance displays
a continuous steady-state phase transition as a function of ϒ =
2�/�, as shown in Fig. 3 [25,53,54]:

(1) When ϒ < 1, the steady state is a highly pure polar-
ized state pointing along

[〈Ŝx〉, 〈Ŝy〉, 〈Ŝz〉] = N

2
[0, ϒ,−

√
1 − ϒ2] (32)

on the southern hemisphere of the Bloch sphere. It arises from
the equilibration between superradiant decay �, which pulls
the state towards the south pole, and the drive �, which rotates
the state away from the south pole.

(2) When ϒ > 1 the drive cannot be equilibrated by super-
radiant decay, and the steady state arises instead from a slow
collective-decay-induced diffusion process of the classical

mean-field trajectories. As a consequence, the state is strongly
mixed [as measured by the purity Tr(ρ̂2

ss), see Fig. 3(c)], and
its Husimi distribution on the Bloch sphere is very diffuse
[see Fig. 3(b)]. In this regime, the state of the system can be
described by means of a classical distribution on the sphere,

ρcl
ss (θ, φ) = (N/2)−2

| sin θ e−iφ + iϒ |2 , (33)

which is parametrized in terms of the spherical coordi-
nate angles θ and φ, and is obtained by replacing the
quantum operator Ŝ− with N sin θe−iφ/2 in Eq. (31). The
leading contribution (in a 1/N expansion) to observables
is obtained by using this replacement, together with Ŝz →
N cos θ/2, and integrating with respect to the surface measure
N sin θ dθ dφ/4π . Using this prescription, we get

〈Ŝy〉 = N

2ϒ

[
ϒ2 −

√
ϒ2 − 1

arcsin(ϒ−1)

]
, (34)

in agreement with Refs. [25,53], which obtain the same result
through other methods.

In contrast to SSR, this transition is continuous and can
be related to notions of symmetry-breaking, thus establishing
a connection to second-order phase transitions in equilibrium
[67,68]. Experimental access to this behavior can be achieved
by changing the intensity of the laser that creates the Rabi
drive � [Fig. 3(a)], which controls the size of ϒ .

The properties of the system near the transition point are
better understood by analyzing fluctuations about the mean-
field state in the polarized phase (ϒ < 1), so we reproduce
these results here [25,53,54]. The analysis is made easier by
rewriting Eq. (30) as

˙̂ρ = �

N
D

(
Ŝ− + iNϒ

2

)
ρ̂. (35)

When ϒ < 1, the steady state is polarized along a direction
on the Bloch sphere that lies on the yz plane. If we denote the
angle between this direction and the −z axis as α, then the
Bloch vector will satisfy

〈Ŝx〉 = 0, 〈Ŝy〉 = N

2
sin α, 〈Ŝz〉 = −N

2
cos α. (36)

Mean-field analysis [Eq. (32)] indicates that sin α = ϒ and
hence this polarized state exists only for ϒ � 1.

The steady state will not be a coherent state, and quantum
fluctuations about the mean-field direction will suffer small
modifications. This can be cleanly analyzed in the large N
limit by doing a Holstein-Primakoff linearization about the
polarization direction. This is implemented by defining ro-
tated spin operators Ŝ′

y,z implicitly through

Ŝy = Ŝ′
y cos α − Ŝ′

z sin α

Ŝz = Ŝ′
z cos α + Ŝ′

y sin α. (37)

In this rotated frame, 〈Ŝ′
z〉 = −N/2 and 〈Ŝ′

y〉 = 0. The
Holstein-Primakoff approximation then becomes

Ŝ′
z ≈ −N

2
, Ŝ′

y ≈ −p̂

√
N

2
, Ŝx ≈ x̂

√
N

2
, (38)
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where (x̂, p̂) are the canonically conjugate quadratures of the
Holstein-Primakoff auxiliary boson. Plugging this into the
master equation and enforcing the mean-field equilibration
condition (ϒ = sin α) leads to

ρ̂ = �

2
D

(
x̂ + i p̂ cos α

)
ρ̂. (39)

The jump operator x̂ + i p̂ cos α possesses a dark state that
satisfies 〈x̂〉 = 〈p̂〉 = 0 and

2 〈x̂2〉 = 1

2 〈p̂2〉 = cos α =
√

1 − ϒ2. (40)

This indicates that the Ŝx ∝ x̂ variable is squeezed, with
squeezing parameter ξ 2 = cos α. As ϒ → 1, 〈p̂2〉 grows
without bound, violating the conditions for linearization
[Eq. (38)]. Away from criticality, this Gaussian pure state is a
very good description of the steady state in the large N limit.

Close to the transition point, the system switches from a
highly pure to a highly mixed state in a very narrow param-
eter region. We can expect some of the phenomenology of
Sec. III B to be applicable, with the relative weight of the first
eigenstate of the steady-state density matrix dominating when
ϒ < 1, but becoming comparable to the rest of eigenstates as
ϒ → 1. We analyze this in detail in the next subsection.

A. Critical steady state

We begin from the closed-form solution for the (unnormal-
ized) steady state

ρ̂II
ss =

(
1

Ŝ− + iNϒ
2

)(
1

Ŝ+ − iNϒ
2

)
, (41)

and look at eigenstates of ρ̂II
ss |μk〉 = μk |μk〉 to investigate

their relative weight across the transition and their contribu-
tion to various physical observables. These states satisfy(

Ŝ+ − iNϒ

2

)(
Ŝ− + iNϒ

2

)
|μk〉 = 1

μk
|μk〉 . (42)

We can expect that μ0 is very large when ϒ < 1 to account
for the presence of a pure steady state within the Holstein-
Primakoff linearization, and therefore we need to calculate its
contribution independently from the rest of the eigenstates.
Close to the transition (ϒ ≈ 1 and α ≈ π/2) the state is still
polarized along +y, but fluctuations acquire a very nonlinear
character and noise distributions are no longer ellipses.

1. First eigenstate

We can hope that keeping higher-order terms in the
Holstein-Primakoff expansion may be enough to characterize
the properties of |μ0〉 and the first few |μk〉. To proceed along
these lines, we fix α = π/2 in Eq. (37) and let

Ŝ′
z = N

2
− â†â ≈ N

2
− p̂2

2
. (43)

We neglect the contributions of x̂2 and 1/2 to â†â because p̂2

is much larger [Ŝy ∼ p̂ is strongly antisqueezed, see Eq. (40)].

Then, Eq. (42) becomes[
x̂ − i( p̂2 + Nδϒ)√

2N

][
x̂ + i( p̂2 + Nδϒ)√

2N

]
|μk〉 = 2/N

μk
|μk〉 ,

(44)

where δϒ = ϒ − 1 indicates the deviation from the critical
point. This is a very small quantity by assumption, and its
N scaling must be determined self-consistently. The compe-
tition between x̂ and the extra p̂2 terms, which come from
the higher-order terms in Holstein-Primakoff, should stabilize
the state and will give it a finite N-dependent variance (see
[44,45] and Supplemental Material of Ref. [46]). This is made
manifest by introducing canonically rescaled variables

ŷ = (2N )
1
6 x̂, q̂ = (2N )−

1
6 p̂. (45)

To make sure that the terms with δϒ remain of the same size
as the rest, we thus need to scale it as δϒ ≡ (2N )−

2
3 (2η),

leading to

(ŷ − iq̂2 − iη)(ŷ + iq̂2 + iη) |μk〉 = 1

μ̃k
|μk〉 , (46)

where μ̃k = (N/4)2/3μk and all the N dependence has now
been pushed to various prefactors. Self-similarity requires that
we fix η and scale δϒ ∼ N−2/3 when we increase N .

Equation (46) describes an anharmonic oscillator. Its
lowest eigenstate is nondegenerate and its corresponding
eigenvalue is close to 0 and can be determined analytically
when η � −1 (see Appendix C),

μ̃0 ≈
[ ∫ ∞

0
e−2ηq−2q3/3 dq

]2

≈ π exp(8|η|3/2/3)

2
√|η| . (47)

As expected, this eigenvalue is very large when η is large
(since η ∼ N2/3δϒ). Since the rest of the eigenvalues of
Eq. (46) do not have the same kind of exponential dependence
with η, this guarantees that the steady state is essentially
pure in this regime. Within the same approximation (η � −1),
the variance of ŷ is 〈μ0|ŷ2|μ0〉 ≈ √|η|, a result that we will
eventually use to estimate the squeezing.

2. Steady-state observables

To compute observables we also need some information
about the excited states of Eq. (46). At high excitation we
can neglect η, which reduces solving Eq. (46) to finding the
energy eigenstates of a quartic oscillator. For highly excited
states these can be estimated using semiclassical analysis.
This procedure indicates that μ̃k ∼ k−4/3, 〈ŷ2〉μk

∼ k4/3, and
〈q̂2〉μk

∼ k2/3, where 〈 〉μk
is the expectation value with respect

to the state |μk〉. Using these, we can calculate expectation
values of the full steady state. We begin with the normalization
factor

Tr
(
ρ̂II

ss

) =
(

N

4

)−2/3(
μ̃0 +

N∑
k=1

μ̃k

)
. (48)

The sum
∑

k k−4/3 converges in the limit N → ∞, so we keep
only the contribution of μ0. For the Ŝx variance, which is
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related to ŷ,

Tr
(
Ŝ2

x ρ̂
II
ss

)
(N/2)−1

= μ̃0 〈ŷ2〉μ0
+

N∑
k=1

μ̃k 〈ŷ2〉μk
. (49)

In this case the sum ∼∑
k 1 contributes a term that scales

like N so it must be estimated using semiclassical analy-
sis. However, this estimation must be done without invoking
the Holstein-Primakoff approximation because the rest of the
eigenstates of ρ̂II

ss are not necessarily polarized along y, as is
the case for |μ0〉. By definition,

Tr
(
ρ̂II

ssŜ
2
x

) = μ0
〈
μ0

∣∣Ŝ2
x

∣∣μ0
〉 + ∑

k

μk
〈
μk

∣∣Ŝ2
x

∣∣μk
〉
. (50)

Using Holstein-Primakoff for |μ0〉 and semiclassical methods
for the other |μk〉 leads to (see Appendix D for the derivation
or Appendix E 3 for another expression valid down to η = 0)

〈
Ŝ2

x

〉 ≈
(

N

4

)2/3√
|η|

(
1 + 2N

3π
e−(8/3)|η|3/2

)
. (51)

To compute spin squeezing we also need the contrast, which
is obtained from 〈Ŝz〉 and 〈Ŝy〉 (see Appendix E):

〈Ŝz〉 =
(

N

4

)2/3(∫ ∞
0 e−v6/6−2ηv2

v2 dv∫ ∞
0 e−v6/6−2ηv2 dv

)

〈Ŝy〉 − N

2
= (2N )1/3η

2
−

√
2

π

(N/4)2/3∫ ∞
0 e−v6/6−2ηv2 dv

. (52)

While Ŝz shows a consistent N2/3 scaling as η approaches 0,
the behavior of 〈Ŝy〉 − N/2 resembles more 〈Ŝ2

x 〉: there is a
very fast switch in scaling from N1/3 at larger η to N2/3 at
smaller η. In any case, the Bloch vector remains polarized
with length N/2 and leading corrections are, at most, of size
N2/3. As a consequence, the squeezing parameter is deter-
mined entirely by the variance of Ŝx,

ξ 2 = NVar(Ŝx )

〈Ŝz〉2 + 〈Ŝy〉2 ≈ Var(Ŝx )

N/4
. (53)

This is shown in Fig. 4, where ξ 2 is calculated numerically
and compared against the variance given by Eq. (51) for N =
102, 103, 104. We see that the minimum of ξ 2 is determined
entirely by the minimum in Ŝ2

x . We thus proceed to directly
minimize Eq. (51) with respect to η. This leads to

|η|min =
[

1

8
− 3

8
W−1

(
− πe1/3

2N

)]2/3

|η|min ≈
[

3

8
ln

(
2N

π

)]2/3[
1 + O

(
ln ln N

ln N

)]
. (54)

As N increases, so does |η|min (albeit very slowly), thus
guaranteeing the assumption η � −1 under which all these
expressions were derived. The associated minimum squeezing

FIG. 4. Squeezing ξ 2, calculated numerically from Eq. (31),
compared to the variance of Ŝx given by Eq. (51), as a function of the
distance (from below) to the critical point −δϒ = 1 − ϒ for different
values of N = 102, 103, 104. As N increases, the analytical formula
becomes a better estimator of the squeezing close to its optimal value.

is

ξ 2
min =

(
N

4

)−1/3√
|η|min

(
8|η|3/2

min

8|η|3/2
min − 1

)

ξ 2
min ≈

[
3

2N
ln

(
2N

π

)]1/3

. (55)

The optimal squeezing has a prefactor N−1/3, which was
already reported in Ref. [49], and arises in our framework
from the scalings in Eq. (45). However, as in SSR, there is
a logarithmic correction that is hard to observe numerically
for any reasonable value of N . The first lines of Eqs. (54) and
(55) are more accurate for any realistic particle number, with
corrections to those expressions being of relative size N−1/3

instead. These corrections can still be big for moderate N .
However, the trend towards better agreement is clear in Fig. 4.

V. CONCLUSIONS

We have shown how to calculate analytically the finite-size
behavior of two all-to-all models close to their steady-
state phase transition points by using the Holstein-Primakoff
representation of spin operators and keeping the relevant non-
linearities. This allowed us to describe the rapid switch from a
pure steady state to a mixed steady state in a very narrow pa-
rameter region near the phase transition points. Optimization
of quantities like spin squeezing in the presence of this phe-
nomenon gave rise to non-power-law finite size corrections
that we were able to characterize theoretically.

In a realistic setting, reaching the steady state does not
require fine-tuned initial state preparation because the system
approaches the steady state naturally. However, the associated
relaxation time can be large, especially near phase transition
points, where our results apply. Fortunately, in cavity QED
implementations, where these models can be naturally engi-
neered, this can be ameliorated by looking at the light leaking
out of the cavity.
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APPENDIX A: FIRST EIGENVALUE OF SQUEEZED
SUPERRADIANCE STEADY STATE

Here, we calculate λ0, the first eigenvalue of ρ̂I
ss, which

satisfies [see Eq. (19)](
δn̂ − iζN sin φ̂

2

)(
δn̂ + iζN sin φ̂

2

)
|λ0〉 = |λ0〉

λ0
. (A1)

This can be rewritten as Ô†Ô |λ0〉 = λ−1
0 |λ0〉, where

Ô = δn̂ + iζN sin φ̂

2
. (A2)

To proceed, we notice that Ô satisfies R̂†ÔR̂ = Ô†, where R̂ =
eiπδn̂. Multiplying Eq. (A1) by R̂†Ô on the left and using the
relation R̂†Ô = Ô†R̂† repeatedly, we arrive at

Ô†ÔR̂†Ô |λ0〉 = λ−1
0 R̂†Ô |λ0〉 , (A3)

which indicates that R̂†Ô |λ0〉 is also an eigenstate of Ô†Ô
with the same eigenvalue λ−1

0 . Since the approximate dark
state is unique, the corresponding eigenstate must be nonde-
generate and must satisfy

Ô |λ0〉 = βR̂ |λ0〉 , (A4)

where β is a proportionality constant. Taking the norm on both
sides and using Eq. (A1), we find that |β|2 = λ−1

0 . In terms of
the wave function λ0(φ) = 〈φ|λ0〉, this equation becomes

i

(
∂φ + ζN sin φ

2

)
λ0(φ) = βλ0(φ + π ), (A5)

since 〈φ|R̂|λ0〉 = 〈φ + π |λ0〉. This can be rewritten in integral
form,

λ0(φ) = e
ζN cos φ

2

[
λ0(0) − iβ

∫ φ

0

λ0(φ′ + π )

e
ζN cos φ′

2

dφ′
]
, (A6)

where λ0(0) is an integration constant denoting the value of
λ0(φ) at φ = 0. Since N is odd, the spectrum of δn̂ = n̂ − N/2
is the half-integers, which implies that λ(φ) is antiperiodic
and therefore λ(2π ) = −λ(0). Setting φ = 2π in the previous
equation leads to

−2λ0(0) = −iβ
∫ 2π

0
e− ζN cos φ

2 λ0(φ + π ) dφ. (A7)

To lowest order in β we can replace λ0(φ + π ) in the integral
by λ0(0) exp[ζN cos(φ + π )/2]. The factors of λ0(0) then
cancel, which gives us an equation for β,

2 = iβ
∫ 2π

0
e−ζN cos φ dφ = 2π iβI0(ζN ), (A8)

where I0(x) is the zeroth-order modified Bessel function of the
first kind. Hence, we arrive at

λ0 = |β|−2 = π2[I0(ζN )]2, (A9)

which is Eq. (20) in the main text. In Fig. 5(a) we compare
this analytical result against an exact numerical calculation
using Eq. (B2) for N = 1001. We find good agreement when
λ0 � 1.

APPENDIX B: BULK INTEGRAL OF THE SQUEEZED
SUPERRADIANCE

Here, we calculate the bulk sum that appears in Eq. (24),

Tr
(
ρ̂I

ssŜ
2
x

) = λ0 〈λ0|Ŝ2
x |λ0〉 +

N∑
k=1

λk
〈
λk

∣∣Ŝ2
x

∣∣λk
〉
, (B1)

where ρ̂I
ss is the (unnormalized) steady state of squeezed su-

perradiance, given by

ρ̂I
ss = [(Ŝx + iζ Ŝy)(Ŝx − iζ Ŝy)]−1, (B2)

and |λk〉 is its kth eigenstate in order of decreasing magnitude.
The boxed sum can be calculated semiclassically from the
exact expression for the steady state. To do so, we perform
the semiclassical replacements Ŝz → N cos θ/2 and Ŝ− →
N sin θeiφ/2, where θ and φ are spherical coordinates angles,
and approximate the sum by an integral over phase space

N∑
k=1

λk
〈
λk

∣∣Ŝ2
x

∣∣λk
〉 ≈ N

4π

∫
cos φ2 sin θ dθdφ

(cos φ2 + ζ 2 sin φ2)
. (B3)

The numerator in the previous equation comes from the aver-
age of Ŝ2

x over eigenstates in the sum, while the denominator
comes from ρ̂I

ss, which corresponds to the λk factors in the
sum. The integral can be done exactly, and leads to

N∑
k=1

λk
〈
λk

∣∣Ŝ2
x

∣∣λk
〉 ≈ N

1 + ζ
. (B4)

We compare this analytical result against a numerical calcu-
lation using Eq. (B2) in Fig. 5(b), where we find excellent
agreement over the whole parameter region ζ ∈ [0, 1].

APPENDIX C: FIRST EIGENVALUE OF DRIVEN
SUPERRADIANCE

Here, we calculate μ̃0, proportional to the first eigenvalue
of ρ̂II

ss, which satisfies [see Eq. (46)]

(ŷ − iq̂2 − iη)(ŷ + iq̂2 + iη) |μ0〉 = 1

μ̃0
|μ0〉 . (C1)

This can be rewritten as M̂†M̂ |μ0〉 = μ̃−1
0 |μ0〉, where

M̂ = ŷ + iq̂2 + iη. (C2)
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(a) (b)

FIG. 5. (a) First eigenvalue of ρ̂I
ss as a function of ζN . We show the analytical approximation π2I0(ζN )2 (blue line) and the exact numerical

result for N = 1001 (red dots). (b) Bulk sum of Ŝ2
x as a function of ζ . We show the analytical approximation (1 + ζ )−1 (blue line) and the exact

numerical result for N = 1001 (red dots).

To proceed, we notice that M̂ satisfies Ŝ†M̂Ŝ = −M̂†, where
Ŝ = exp[iπ (x̂2 + p̂2)/2]. Multiplying Eq. (C1) by Ŝ†M̂ on
the left and using the relation Ŝ†M̂ = −M̂†Ŝ† repeatedly, we
arrive at

M̂†M̂Ŝ†M̂ |μ0〉 = μ̃−1
0 Ŝ†M̂ |μ0〉 , (C3)

which indicates that Ŝ†M̂ |μ0〉 is also an eigenstate of M̂†M̂
with the same eigenvalue μ̃−1

0 . Since the approximate dark
state is unique, the corresponding eigenstate must be nonde-
generate and it must satisfy

M̂ |μ0〉 = γ Ŝ |μ0〉 , (C4)

where γ is a proportionality constant. Taking the norm on both
sides and using Eq. (C1), we find that |γ |2 = μ̃−1

0 . In terms of
the wave function μ0(q) = 〈q|μ0〉, this equation becomes

i(∂q + q2 + η)μ0(q) = γμ0(−q), (C5)

since 〈q|Ŝ|μ0〉 = 〈−q|μ0〉. This can be rewritten in integral
form

μ0(q) = e− q3

3 −ηq

(
μ0(0) − iγ

∫ q

0

μ0(−q′) dq′

e− q′3
3 −ηq′

)
, (C6)

where μ0(0) is an integration constant denoting the value of
μ0(q) at q = 0. Normalizability as q → −∞ requires that the
term in parentheses approach 0 in this limit. This gives us the
following condition:

μ0(0) = iγ
∫ −∞

0
e

q3

3 +ηqμ0(−q) dq. (C7)

To lowest order in γ we can replace μ0(−q) in the integral
by μ0(0) exp[−(−q)3/3 − η(−q)]. The factors of μ0(0) then
cancel, leaving an equation for γ ,

1 = iγ
∫ −∞

0
e

2q3

3 +2ηq dq. (C8)

Hence, we arrive at

μ̃0 = |γ |−2 =
[ ∫ ∞

0
e− 2q3

3 −2ηq dq

]2

, (C9)

which is Eq. (47) in the main text. In Fig. 6(a) we compare
this analytical result against an exact numerical calculation
using Eq. (D2) for N = 10001. We find good agreement when
η � −0.5.

APPENDIX D: BULK INTEGRAL OF DRIVEN
SUPERRADIANCE

Here, we calculate the sum that appears in Eq. (50),

Tr
(
ρ̂II

ssŜ
2
x

) = μ0
〈
μ0

∣∣Ŝ2
x

∣∣μ0
〉 + N∑

k=1

μk
〈
μk

∣∣Ŝ2
x

∣∣μk
〉
, (D1)

where ρ̂II
ss is the (unnormalized) steady state of the driven

superradiance, given by

ρ̂II
ss =

[(
Ŝ+ + iNϒ

2

)(
Ŝ− + iNϒ

2

)]−1

, (D2)

and |μk〉 is its kth eigenstate in order of decreasing magnitude.
The boxed sum can be calculated semiclassically from the
exact expression for the steady state, which leads to

N∑
k=1

μk
〈
μk

∣∣Ŝ2
x

∣∣μk
〉 ≈ N

4π

∫
sin θ2 cos φ2 sin θ dθdφ∣∣ sin θ eiφ + iϒ

∣∣2 . (D3)

The origin of the terms is similar to that in the SDM, where
the numerator corresponds to the average of Ŝ2

x and the de-
nominator to the μk factors. Evaluation of the integral (by,
e.g., contour integration) leads to

N∑
k=1

μk
〈
μk

∣∣Ŝ2
x

∣∣μk
〉 ≈ N

3

[
1 − (1 − ϒ2)3/2

ϒ2

]
. (D4)

We compare this analytical result against a numerical calcu-
lation using Eq. (D2) in Fig. 6(b), where we find excellent
agreement over the whole parameter region ϒ ∈ [0, 1]. Close
to the transition point we set ϒ = 1, which gives the value
N/3 for the sum and which leads to Eq. (51).

APPENDIX E: CONTRAST IN DRIVEN SUPERRADIANCE

We calculate the values of 〈Ŝy〉, 〈Ŝz〉, and 〈Ŝ2
x 〉 in the steady

state ρ̂II
ss given by Eq. (D2) up to the transition point ϒ ≈ 1.

We begin with 〈Ŝz〉, then continue with 〈Ŝy〉, which is trickier,
and finalize with 〈Ŝ2

x 〉, which is the trickiest.
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(a) (b)

FIG. 6. (a) First eigenvalue of ρ̂II
ss as a function of η. We show the analytical approximation (blue line) and the exact numerical result for

N = 10001 (red dots). (b) Bulk sum of Ŝ2
x as a function of ϒ . We show the analytical approximation (blue line) and the exact numerical result

for N = 1001 (red dots).

1. Z component

By definition,

〈Ŝz〉 = Tr
(
ρ̂II

ssŜz
)

Tr
(
ρ̂II

ss

) . (E1)

We assume the bosonic approximation for ρ̂II
ss given in

Eq. (46) and write Ŝz ≈ N2/3q̂/21/3 using Eq. (38) (with
α = π/2) and Eq. (45) to get

〈Ŝz〉 =
(

N2/3

21/3

)
Num︷ ︸︸ ︷

Tr
[( 1

q̂2 + η − iŷ

)( 1

q̂2 + η + iŷ

)
q̂
]

Tr
[( 1

q̂2 + η − iŷ

)( 1

q̂2 + η + iŷ

)]
︸ ︷︷ ︸

Den

. (E2)

The numerator can be rewritten as

Num =
∫ ∞

0
ds drTr[e−s(q̂2+η−iŷ)e−r(q̂2+η+iŷ)q̂], (E3)

where both s and r are integrated over the range (0,∞). Since
each exponential involves ŷ and q̂ at most to quadratic order,
we can express this as

Num =
∫ ∞

0
ds drTr[(eisŷ−ηs)(e−q̂2s−q̂s2−s3/3)

× (e−q̂2r−q̂r2−r3/3)(e−irŷ−ηr )q̂]

=
∫ ∞

0
ds drTr[e−q̂2(r+s)−q̂(r2+s2 )−(s3+r3 )/3

× e−η(r+s)(q̂ + r)ei(s−r)ŷ], (E4)

where q̂ has been shifted to q̂ + r because e−iŷr q̂ = (q̂ +
r)e−iŷr . Introducing two resolutions of the identity, one with
respect to ŷ eigenstates and the other with respect to q̂ eigen-
states, we can express the numerator as

Num =
∫ ∞

−∞

dq dy

2π

∫ ∞

0
ds dr e−q2(r+s)−q(r2+s2 )

× e−(s3+r3 )/3−η(r+s)(q + r)ei(s−r)y

=
∫ ∞

−∞
dq

∫ ∞

0
ds e−2q2s−2qs−2s3/2−2ηs(q + s). (E5)

Integrating with respect to q and changing variables from s to
v = √

s, we obtain

Num =
√

2π

∫ ∞

0
dv (e−v6/6−2ηv2

)
v2

2
. (E6)

Similar manipulations for the denominator in Eq. (E2) give
the same integral as in Eq. (E5) but omitting the (q + s) factor.
This leads to

Den =
√

2π

∫ ∞

0
dv (e−v6/6−2ηv2

), (E7)

and finally to

〈Ŝz〉 =
(

N

4

)2/3 ∫ ∞
0 dv e−v6/6−2ηv2

v2∫ ∞
0 dv e−v6/6−2ηv2

, (E8)

which is the first line of Eq. (52) in the main text. We compare
this against exact numerical simulations in Fig. 7(a), showing
very good agreement over an extended range of δϒ , especially
at larger values of N .

2. Y component

By definition,

〈δŜy〉 = Tr
[
ρ̂II

ssδŜy
]

Tr
(
ρ̂II

ss

) , (E9)

where δŜy = Ŝy − N/2, and we subtract N/2 since we know
that the Bloch vector is polarized along the +y direction.
Naive application of the boson approximation will lead to a
divergent result however, so care is needed when computing
this observable. To get a convergent result, we reexpress the
numerator of Eq. (E9) as

Tr
[
ρ̂II

ss(η)δŜy
] =

A︷ ︸︸ ︷
Tr

{[
ρ̂II

ss(η) − ρ̂II
ss(0)

]
δŜy

}
+ Tr

[
ρ̂II

ss(0)δŜy
]︸ ︷︷ ︸

B

, (E10)

where we have decided to make explicit the dependence of
ρ̂II

ss(η) on η and ρ̂II
ss(0) is the steady state at the critical point.

We can calculate B using semiclassical analysis,

B = N

4π

∫
sin θ dθ dφ

N
2 (sin θ sin φ − 1)(
N
2

)2| sin θeiφ − 1|2
= −2. (E11)
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FIG. 7. Comparison between numerical solution of the master equation of driven superradiance (empty circles) and analytical formulas
(solid lines) for N = 102 (green), N = 103 (orange), and N = 104 (blue) as a function of the distance (from below) to the critical point
−δϒ = 1 − ϒ . (a) Plot of 〈Ŝz〉 and Eq. (E8). (b) Plot of N/2 − 〈Ŝy〉 and Eq. (E15). (c) Plot of 〈Ŝ2

x 〉 and Eq. (E18). There is more discrepancy
towards −δϒ ∼ O(1), where the mean-field approximation gives correct results anyway. As should be expected, agreement gets better with
larger N for all quantities.

We can calculate A using the boson approximation

A = − 1

(N/4)2/3
Tr

{[(
1

q̂2 + η − iŷ

)(
1

q̂2 + η + iŷ

)

−
(

1

q̂2 − iŷ

)(
1

q̂2 + iŷ

)]
(2N )1/3q̂2

2

}
. (E12)

We have used δŜy = −(x̂2 + p̂2 − 1)/2 ≈ −p̂2/2 =
−(2N )1/3q̂2/2 to get the leading contribution. Application of
the same techniques used to get 〈Ŝz〉 leads to

A = (2N )1/3/2

(N/4)2/3

[
η
√

2π

∫ ∞

0
e−v6/6−2ηv2

dv

]
. (E13)

Similarly,

Tr
[
ρ̂II

ss(η)
] = 1

(N/4)2/3
Tr

[(
1

q̂2 + η − iŷ

)(
1

q̂2 + η + iŷ

)]

= 1

(N/4)2/3

[√
2π

∫ ∞

0
e−v6/6−2ηv2

dv

]
. (E14)

Putting these results together,

〈Ŝy〉 − N

2
= (2N )1/3η

2
−

√
2

π

(N/4)2/3∫ ∞
0 e−v6/6−2ηv2 dv

, (E15)

which is the second line of Eq. (52). We compare this against
exact numerical simulations in Fig. 7(b), showing very good
agreement over an extended range of δϒ , especially at larger
N .

3. Variance along X

Here, we provide another approximation for 〈Ŝ2
x 〉 which is

valid over a larger range of δϒ , not only near its minimum

value. By definition,

〈
Ŝ2

x

〉 = Tr
[
ρ̂II

ssŜ
2
x

]
Tr

(
ρ̂II

ss

) . (E16)

The divergence of the bosonic approximation is more seri-
ous here than for Ŝy, so more subtractions are needed. Through
trial and error we found that it is convenient to express the
numerator as

Tr
[
ρ̂II

ss(η)Ŝ2
x

] = Tr

[
ρ̂II

ss(η)Ŝ2
x − ρ̂II

ss(0)

(
Ŝ2

x + iηN1/3

321/3
Ŝx

)]

+ Tr

[
ρ̂II

ss(0)

(
Ŝ2

x + iηN1/3

321/3
Ŝx

)]
. (E17)

The first line gives a finite result within the boson approxi-
mation, while the second line (which diverges in the boson
treatment) can be calculated using semiclassical analysis. We
quote here the final result:

〈
Ŝ2

x

〉 =
(

N

4

)2/3
[∫ ∞

0 dv e−v6/6(e−2ηv2 − 1)v2

2
∫ ∞

0 dv e−v6/6−2ηv2

+ N/3√
2π

∫ ∞
0 dv e−v6/6−2ηv2

]
. (E18)

When η � −1, use of the stationary phase approximation
leads to Eq. (51), but Eq. (E18) is valid down to η = 0
(ϒ = 1). We see this in Fig. 7(c), which compares it against
exact numerical simulations.
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