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Research-based assessments have historically been developed based on teaching experience and/or
course learning goals or objectives. However, using course learning goals for assessment development
has limitations, including that the goals for a course are often broad and difficult or impossible to
assess with an individualized, scalable assessment instrument. Thus, we propose articulating assess-
ment objectives (AOs), which are concise and specific statements about concepts and practices that
an assessment aims to measure, as a productive strategy for assessment development. While similar
in many respects to learning goals, AOs are explicitly designed to aid in assessment development in
numerous ways, including by helping researchers organize high-level assessment goals, providing an
additional means for establishing content validity, operationalizing the goals of the assessment via
targeted assessment items, and serving as a way to communicate the substance of an assessment to
instructors and researchers interested in using the assessment in their course or research study. Here,
we discuss these affordances of AOs in the development of two recent research-based assessments,
and we present two detailed examples of AOs and how we progressed from initial assessment concep-
tion to AO articulation to finalized assessment items. We conclude by arguing that the articulation
of AOs is a valuable step in the development of research-based assessments.
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I. INTRODUCTION AND BACKGROUND

Since the early 1990’s, research-based assessments have
helped inform research in physics education [1], and, in
recent years, both the pace of assessment development
and use of assessments by instructors and researchers
has grown [2–6]. Typically, these assessments are not
intended to evaluate individual students for the purpose
of assigning grades [7]; rather they aim to help course
instructors and education researchers identify areas for,
or evaluate the effectiveness of, reforms and interven-
tions [8–11].

Assessment developers have employed a number of dif-
ferent assessment-design frameworks, including Evidence
Centered Design [12], The Three-Dimensional Learning
Assessment Protocol [13], and a framework described
by Adams and Wiemanan [14], while others use no ex-
plicit assessment development framework. Independent
of framework, a common early step in the assessment de-
velopment process involves identifying content, concepts,
and/or practices that are important to current instruc-
tors and content experts, which can be done through a
variety of means such as interviews with faculty [15, 16],
a review of common textbooks [17], faculty surveys [17],
and the collection or creation of agreed-upon priorities
for the assessment. This process informs the scope and
content of the eventual assessment and guides the devel-
opment of assessment questions (hereafter referred to as
assessment items).

Exactly how assessment developers move from this step
to then writing specific assessment items varies by the-
oretical frameworks and developer experience and ex-
pertise, and many assessment developers also employ or
modify items from existing assessments [5, 9]. Addi-
tionally, assessment developers in PER have not always
clearly articulated their framework or the details of the
process used to go from this broader, desired scope of the
assessment to specific items. However, both framework
and process have important implications for the use and
interpretation of the outcomes of the assessment, and this
lack of clarity can result in assessment results being used
inappropriately or being difficult to interpret. Here, we
introduce the concept of assessment objectives (AOs) as
a tool to standardize and clarify this process of develop-
ing specific assessment items. As examples of the critical
role that AOs can play in developing assessment items,
as well as in the design process more broadly, we discuss
two recent research-based assessments that were devel-
oped using AOs. The two assessments discussed are a
thermodynamics assessment, the Upper-level Statistical
Mechanics and Thermodynamics Evaluation for Physics
(U-STEP) [4] and the Survey of Physics Reasoning on
Uncertainty Concepts in Experiments (SPRUCE), which
is intended for use in lower-division physics labs.

We define assessment objectives (AOs) as concise, spe-
cific articulations of measurable desired student perfor-
mances regarding concepts and/or practices targeted by
the assessment. We note that the term assessment objec-

tive [18] and other similar terms and concepts (learning
performances [6, 19], course learning goals [9, 20], edu-
cational objectives [21], instructional objectives [7, 21],
and more generic “objectives” [7] have been discussed in
the literature on both assessment development and cur-
riculum development, though these terms are often not
well defined and/or pertain to objectives developed for a
course rather than an assessment.
AOs, while having varying degrees of conceptual over-

lap with these other terms and concepts, are specifically
designed to inform assessment development, which dis-
tinguishes them in terms of how and why they are de-
veloped and the affordances they provide. In particular,
we argue that articulated AOs: 1) help us process data
on important concepts and practices collected from in-
structors and other experts; 2) aid in the establishment
of content validity; 3) allow us to develop targeted assess-
ment items, and; 4) can help communicate the purpose
of the assessment to instructors and researchers inter-
ested in using these assessments in their courses and re-
search (e.g., through comparing the AOs to course learn-
ing goals).
The primary goals of this paper are to clearly define

AOs, present concrete examples of their use, and discuss
their unique affordances at all stages of assessment de-
velopment. These four affordances, as well as examples
from U-STEP and SPRUCE, are discussed in the follow-
ing four sections starting with how to create AOs that
are well informed by an analysis of the domain of inter-
est. Throughout these sections, we ground our discussion
in example AOs from both the U-STEP and SPRUCE.
In Sec. VI, we synthesize our recommendations for as-
sessment developers and includes a discussion of future
work.

II. CREATING ASSESSMENT OBJECTIVES

A common first step in assessment development is to
“gather substantive information about the domain of in-
terest that will have direct implications for assessment”
and then qualitatively code that information [12]. We
call this step the domain analysis, which is language bor-
rowed from Evidence Centered Design (ECD) [12]. In
this section, we discuss how AOs emerge from, and can
interact with, the domain analysis.
Domain analyses might include a review of existing

assessments [5, 17], a survey of relevant textbooks [17],
and/or directly soliciting input from instructors and con-
tent experts [14–17, 23, 24]. Table I includes a summary
of the domain analysis steps for U-STEP and SPRUCE
(discussed in more detail in [17] and [16] respectively), as
well as examples of data from the domain analysis that
helped to inform several example AOs referenced in this
and following sections.
As described in Ref. [4], AOs are written to “collec-

tively span the space of content areas identified as impor-
tant based on” the domain analysis and to be “directly
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TABLE I. A subset of AOs from the U-STEP and SPRUCEwith example data that informed articulation of those AOs and
example items targeting those AOs.

U-STEP SPRUCE

Content Domain Analysis

• List of topics identified by consulting widely used thermo-
dynamics textbooks

• Focus group with instructors and researchers
• Content survey distributed to instructors to identify most
commonly covered topics

• Open-ended instructor interviews focusing on the teaching
and assessment of measurement uncertainty concepts and
practices

• Content survey distributed to instructors to identify most
important topics

Example Data Excerpts

“Much of thermodynamics deals with three closely related
concepts: temperature, energy, and heat. Much of stu-
dents’ difficulty with thermodynamics comes from confusing
these three concepts with each other” [22].

“I think that it’s important [students] understand how to use
uncertainty as a way to compare two different measures to
one another, and also how to compare their measurement to
[an] expected value.” - An instructor during an interview

Example AOs derived (in part) from above data

Students should be able to:

• articulate differences between heat and temperature.
• articulate that temperature is a property of a system and
heat is not.

Students should be able to:

• determine if two measurements (with uncertainty) agree
with each other

• *determine if a measured value (with uncertainty) agrees
with an accepted/expected value

• †determine if a single measured value with uncertainty
agrees with a distribution of measurements

Example items targeting above AOs

Example Item 1: Consider the following statement:

A thermodynamic system has a certain amount of heat, just
like it has a certain temperature, pressure, and volume

This statement is...

# true
# false

because...(select all that support your response above)

2 the amount of heat contained in a system can be cal-
culated from the system’s temperature, pressure, and
volume

2 the amount of heat contained in a system can be calcu-
lated from changes in the system’s temperature, pres-
sure, and volume

2 the amount of heat contained in a system can be calcu-
lated from a system’s heat capacity and temperature

2 heat is a quantity exchanged between systems
2 heat is a flow of thermal energy
2 heat is a scalar, like temperature, pressure, and volume
2 heat is not a state function (i.e., heat is not process

independent)

Example Item 2: Using your [previously determined] val-
ues, you...calculate your spring constant and uncertainty, and
you get the following value:

k = 3.62N
m

± 0.11N
m
.

Several other lab groups took different approaches to cal-
culating the spring constant. Their values (with estimated
uncertainty) are shown below. Select all values you believe
agree with your measured value.

2 3.71N
m

± 0.06N
m

2 3.76N
m

± 0.06N
m

2 3.91N
m

± 0.06N
m

2 3.71N
m

± 0.17N
m

2 3.76N
m

± 0.17N
m

2 3.91N
m

± 0.17N
m

Example Item 3: You compare your group’s estimate of m
with six other groups by sketching your results (gray circles)
next to their results (blue triangles) on six different graphs.
The error bars in the graphs represent one standard devia-
tion (often referred to as “one sigma” or a “68% confidence
interval”). Select all graphs that depict agreement between
your data and data from other groups in your class.

2
2
2
2
2
2

*This objective was eventually removed from the assessment because it relates to modeling much more than to measurement uncertainty.
† This objective ultimately was re-framed in terms of identifying outliers and is not assessed by the given example items.

assessable” within the constraints of the assessment for-
mat (e.g., multiple-choice questions, multiple-response
questions, etc.). The process of writing AOs can be ei-

ther linear or iterative. For example, with the U-STEP,
we progressed linearly from completing the domain anal-
ysis to writing AOs based on the priorities for assessment
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identified during the domain analysis and then to writing
assessment items (discussed in the next section): writing
the AOs did not impact the domain analysis, and writing
items did not impact the AOs.

Alternatively, it is possible to incorporate the writing
of AOs into the domain analysis. For SPRUCE, item
drafts were developed without the use of AOs, but it
was not always clear what concept or practice each item
was intended to cover and the research team struggled
to “span the space of content areas” with few enough
items that the assessment would be a reasonable length.
These issues motivated the research team to explicitly
articulate AOs, which involved iteratively revisiting and
updating domain analysis (i.e., our coding of instructor
interviews). For example, several drafted items required
students to make comparisons using data they had col-
lected, but it was only after writing AOs for these items
that the research team able to identify several (mean-
ingfully different) types of comparisons that students
might make: between two measurements (each with un-
certainty), between a measurement with uncertainty and
an “accepted value,” and between a single measurement
with estimated uncertainty and a distribution of mea-
surements (see example AOs in Table I). Writing AOs
helped us explicitly identify these different types of com-
parisons, and we can then look back at the domain anal-
ysis to identify other, similar ideas to make sure we ef-
fectively “span the space” of ideas important to experts.

III. USING ASSESSMENT OBJECTIVES FOR
CONTENT VALIDITY

An assessment is said to have content validity when
“the items adequately sample the domain,” and content
validity is established in a review process with content
experts [7]. Many assessments primarily or exclusively
establish content validity by presenting experts with the
finished items (e.g., [3, 5]), but presenting AOs to con-
tent experts in order to establish content validity provides
the option for early feedback, potentially even before the
items are written [7], to ensure that the scope of the
assessment (as determined from the domain analysis) is
appropriate and aligned with the values and needs of the
eventual audience of the instrument. An added benefit
is that the list of AOs also provides a simpler mechanism
for instructors to review the scope and goals of the in-
strument without the need to carefully go through the
individual items and make assumptions as to their in-
tended purpose.

With the U-STEP, the AOs were used in establish-
ing content validity in multiple ways: they were devel-
oped based off interview data with faculty, a follow-up
faculty survey (listing topical areas and asking instruc-
tors to report if those topics were taught in their course)
that received more than 70 responses from instructors
nation-wide, and feedback on the full list of AOs was so-
licited from PER researchers and instructors with experi-

ence teaching upper-division thermal physics. Feedback
helped to identify AOs that needed to be modified for
clarity or removed from the list due to overly narrow fo-
cus. For SPRUCE, a survey asking instructors to rate
how important each AO is to them was sent out: we re-
ceived 19 responses, and these responses helped inform
some small changes to our AOs. As SPRUCE is still
in development, additional efforts to establish content
validity will be forthcoming. As the process of receiv-
ing and processing feedback on AOs from instructors can
take several weeks, we recommend assessment developers
schedule this into their development timeline.

IV. USING ASSESSMENT OBJECTIVES FOR
ITEM CREATION

For both the U-STEP and SPRUCE, the primary rea-
son for articulating AOs was to aid in writing assessment
items. In this section, we outline several ways one might
target a specific AO with an item.
The first AO we discuss for the U-STEP is: “Articu-

late differences between heat and temperature.” This AO
is one of several targeted by the example item shown be-
low this AO in Table I. This example item asks students
to consider the statement that “A thermodynamic sys-
tem has a certain amount of heat, just like it has a certain
temperature, pressure, and volume.” The conflation of
heat and temperature is a well documented student diffi-
culty [22, 25] that was identified during the domain anal-
ysis, prompting the articulation of this AO. This item
was thus designed to target a specific and fundamental
aspect of the difference between heat and temperature:
temperature is a function of state and heat is not.
For SPRUCE, the example AO “Determine if two mea-

surements (with uncertainty) agree with each other” was
targeted with multiple items. There are various reasons
to have multiple items target an AO, including to assess
a concept or practice at multiple levels of difficulty or
across different representations. The two example items
given in Table I ask students to evaluate 6 comparisons
and determine which depict agreement. The data is pre-
sented using two different representations (numerically
for example item 2 and graphically for example item 3)
in order to identify the impact (if any) of representation
on such comparisons. In fact, while these items are pre-
sented to students as comparisons in two entirely different
experiments, if one were to graph the 6 numeric answer-
options in example item 2, one would obtain exactly the
6 graphs in example item 3.
In addition to informing the creation of individual

items, articulating AOs can help developers make deci-
sions about the scope of the assessment. By examining
our complete list of AOs, we identified four content ar-
eas: sources of uncertainty, handling and propagation
of uncertainty, uncertainty in distributions of data, and
modeling. We concluded that “Determine if a measured
value (with uncertainty) agrees with an accepted/expected
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value” was more about modeling than about measure-
ment uncertainty, and so when we chose to remove mod-
eling from the scope of SPRUCE, this AO was removed
and items with this AO were reexamined. Additionally,
the AO Determine if a single measured value with un-
certainty agrees with a distribution of measurements was
re-conceptualized as an AO about removing outliers from
a distribution of data and this new form of the AO is not
targeted by the given example items.

While Engelhardt recommends items target only a sin-
gle objective [7], for both the U-STEP and SPRUCE, we
often found it impractical to do so, and thus many of the
items in both assessments target multiple AOs.

V. USING ASSESSMENT OBJECTIVES TO
COMMUNICATE PURPOSE AND SCOPE OF

ASSESSMENT

Research-based assessments are designed to be used
by instructors and researchers not involved in the assess-
ment development process, and so it is important for de-
velopers to communicate what the assessment claims to
measure, which is conveniently well-articulated by AOs.
For this reason, we posit that a list of AOs could be
an effective method of helping potential users of the as-
sessment determine if the assessment is appropriate for
their specific context. This is particularly valuable in
content areas where there is significant variation in what
is covered during a particular course. Laboratory courses
and certain upper-division theory courses (e.g., thermal
physics or quantum mechanics) are good examples of
such courses [17]. There is an increasing desire amongst
instructors and researchers to have greater alignment be-
tween learning goals and assessments [26], and having
a set of AOs that can quickly be compared to a course’s
learning goals can provide an efficient and effective means
for instructors to ensure that assessments that they em-
ploy align with their courses goals.

AOs also offer a potential tool for communicating the
results of an assessment to instructors. Where appro-
priate and valid, assessment results could be presented
in such a way that instructors get their student perfor-
mance broken down across particular AOs rather than,
or in addition to, across individual items. Such a break-
down may offer a more clear and actionable summary of
student performance that can help guide instructors in
making concrete changes to their classroom instruction,
which is one of the primary goals of research-based as-
sessments. Additionally, using AOs rather than items to
communicate the intent and results of an assessment can
improve test security [7].

VI. SYNTHESIS AND CONCLUSION

In this paper, we outlined some of the affordances of
articulating assessment objectives (AOs) as part of the

process of developing research-based assessments. Ar-
ticulating AOs can: help us to understand and catego-
rize the domain of interest, provide an additional tool
for establishing content validity, operationalize the do-
main analysis to help in the development of assessment
items, and communicate the intent, and structure the re-
sults, of the assessment instrument for researchers and
instructors. We contextualized these affordances within
the development of two research-based assessments, the
U-STEP and SPRUCE.
We posit that the articulation of explicit AOs can be a

productive step in the development of any research-based
assessment. We would recommend that assessment de-
velopers articulate AOs during a domain analysis (rather
than at a later stage of assessment development) to en-
sure that the AOs span the domain of interest: one could
even use AOs as codes during a qualitative coding pro-
cess. These AOs can then be refined while establishing
preliminary content validity where the AOs are them-
selves the articulation of content to be validated. The
next step, developing individual assessment items to tar-
get AOs, can then proceed from a well-informed, well-
articulated understanding of the purpose of the assess-
ment. Then, after the development of assessment items
using AOs, researchers can use the AOs to communi-
cate the intent and scope of the assessment items to re-
searchers and instructors.
In addition to the benefits described above, AOs have

potential applications to the next generation of research-
based assessments. Content variation within physics
courses presents a consistent challenge for assessment de-
velopers who must balance spanning the domain of inter-
est with making sure the assessment is broadly applicable
across courses and institutions. One method for address-
ing content variation is the creation of flexible assess-
ments that can be customized to match the local learn-
ing goals. Such flexible assessments might take the form
of a test bank of items or modular sub-tests. The use of
AOs provide a natural method that would allow instruc-
tors to create their customized assessment quickly and
efficiently. For example, instructors could review a list of
AOs and select those most relevant to their course, which
could then be used to automatically generate a version
of the assessment targeting these specific topics. Ongo-
ing work in the area of thermal physics aims to test this
model for customizable assessment [6, 24].
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