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Abstract. We report the use of broadband heterodyne spec-
troscopy to perform continuous measurement of the interac-
tion energyEint between one atom and a high-finesse optical
cavity, during individual transit events of≈ 250µs duration.
We achieve a fractional sensitivity≈ 4×10−4/

√
Hz to vari-

ations inEint/h within a measurement bandwidth that covers
2.5 decades of frequency (1–300 kHz). Our basic procedure
is to drop cold cesium atoms into the cavity from a mag-
netooptic trap while monitoring the cavity’s complex opti-
cal susceptibility with a weak probe laser. The instantaneous
value of the atom–cavity interaction energy, which in turn de-
termines the coupled system’s optical susceptibility, depends
on both the atomic position and (Zeeman) internal state.
Measurements over a wide range of atom–cavity detunings
reveal the transition from resonant to dispersive coupling, via
the transfer of atom-induced signals from the amplitude to the
phase of light transmitted through the cavity. By suppressing
all sources of excess technical noise, we approach a meas-
urement regime in which the broadband photocurrent may be
interpreted as a classical record ofconditionalquantum evo-
lution in the sense of recently developed quantum trajectory
theories.

PACS: 03.65.Bz; 06.20.Dk; 42.50

Optical-cavity quantum electrodynamics (QED) in the strong-
coupling regime [1] provides a unique experimental paradigm
for real-time observation of quantum dynamical processes
at thesingle-atomlevel. Whereas spectacular advances have
certainly been made in the preparation and tomography of
quantum states of motion for a single trapped ion [2, 3],
all such experiments have involved the accumulation of
ensemble-averaged data over many successive realizations of
the process being studied. Recent studies of single-molecule
dynamics have likewise demonstrated the “immediate” detec-
tion of photochemical [4] or conformational [5] events, but
such experiments presently lack the potential that cavity QED
provides for observing quantum processes on a timescale that
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makes coherent control/intervention a tangible possibility.
We wish here to look beyond the mere detection of quan-
tum jumps, and to focus on the development of a broadband,
single-shotmeasurement technique that achieves signal-to-
noise ratio> 1 over a bandwidth that includes all character-
istic frequencies of a quantum dynamical process.

Real-time observation of quantum dynamics inmany-
atom systems has recently become an important theme in
atomic physics, with notable demonstrations involving vibra-
tional excitations of a trapped Bose–Einstein condensate [6]
and the decay of coherent oscillations of an ensemble of
atoms in an optical lattice [7, 8]. In contrast to programs like
these, for which the scientific emphasis lies on noninvasive
observation of a system’s intrinsic dynamical processes, ex-
periments in single-atom cavity QED hold great potential for
enabling precise investigations of how measurement backac-
tion altersthe dynamical behavior of a continuously observed
open quantum system [9–12, 55].

A sophisticated theoretical basis for understanding such
issues is presently maturing in the form of quantum trajectory
theories [13–16], but significant technical challenges remain
to be solved before definitive experiments can be performed
in the lab. Our purpose in the present work is to report sub-
stantial progress towards surmounting such obstacles in the
context of cavity QED, and hence towards achieving the es-
sential experimental capabilities required to perform quantita-
tive tests of measurement-based stochastic master equations.
We ultimately hope to be able to implement some recently
proposed “applications” of the continuous observation of dis-
sipative quantum dynamics, in fields such as quantum meas-
urement [17, 20], quantum chaos [18, 19], and quantum feed-
back control [20, 21, 23, 24].

This article focuses on a detailed description of our re-
cent experiments that record the complete time-evolution
of interaction energy between one atom and a high-finesse
optical cavity, during individual transit events of≈ 250µs
duration. With characteristic atom–cavity interaction ener-
giesEint/h≈ 10 MHz, we achieve measurement sensitivities
Sg ' 4.5 kHz/

√
Hz over a bandwidth that covers the dom-

inant rates of variation inEint (1–300 kHz). Unlike typical
pump-probe measurements of scattering dynamics in real
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(e.g. diatomic) molecular systems [25, 26], our experiments
on the Jaynes–Cummings “molecule” yield a continuous
time-domain record of the atom–cavity coupling during each
individual “scattering” event (transit). The data clearly illus-
trate variations caused by atomic motion through the (Gaus-
sian) spatial structure of the cavity eigenmode and/or optical
pumping among the atomic internal (Zeeman) states. In cer-
tain parameter regimes of the detuning and probe power,
distinctive indications of the quantum-mechanical nature
of the atom–cavity coupling can be seen in the photocur-
rent recorded from just asingle atomic transit. For large
(≥ 50 MHz) atom–cavity detunings we obtain phase-contrast
signals induced by individual atomic transits, correspond-
ing to a regime of strong but dispersive coupling. Phase-
quadrature measurements of atomic motion have been widely
discussed in the quantum optics literature [11, 12, 24, 27–29],
but the present work provides the first experimental demon-
stration at the single-atom level.

Because of the rapid (standing-wave) variation of the
atom–cavity coupling strength along the cavity axis, our data
should in principle display asensitivity∼ 10−10 m/

√
Hz to

atomic displacements along the cavity axis. Unfortunately
we cannot claim to have realized this figure as aprecision
for monitoring the atomic position, as we do not presently
have any means of separating signal variations due to motion
through the standing wave from “background” contributions
due to transverse motion or optical pumping. In our con-
cluding section, we shall briefly discuss our motivations for
further work to disambiguate the nature of rapid variations in
our data.

1 Basic theoretical description

In simple terms, our experimental procedure is to drop a cloud
of cold cesium atoms from a magnetooptic trap (MOT) into
a high-finesse optical cavity, while continuously monitor-
ing the cavity’s complex susceptibility with a weak probe
laser [30, 31]. By limiting the number of atoms in the ini-
tial cloud, we can easily reach an operating regime in which
atoms transit the cavity only one at a time. Using broadband
heterodyne detection and a high-speed digitizer, we continu-
ously record both the amplitude and phase of the transmitted
probe beam during≈ 50-ms time windows. Each window
typically contains from zero to five atom transit signals.

The elementary theoretical description of such a measure-
ment employs steady-state solutions of the nonselective mas-
ter equation for astationarytwo-level atom coupled to a sin-
gle electromagnetic mode via the Jaynes–Cummings inter-
action Hamiltonian. Atomic center-of-mass motion and opti-
cal pumping among Zeeman states can only be included in
this treatment by allowing for a time-dependent atom–cavity
coupling strength. Although this type of approach cannot
make predictions about dynamical variations in the coupling
strength, it does provides a quantitative basis for interpret-
ing some time-independent features of our data. Our use of
this “adiabatic” model may be justified to a certain extent by
the separation of timescales that we achieve in optical cavity
QED with laser-cooled atoms. In optimal cases, the atom–
cavity coupling strength should vary by as little as a factor of
10−4 over the system damping time≈ 30 ns.

If we letρ denote the density operator for the joint state of
the atom and cavity, the nonselective master equation (in the
electric dipole and rotating-wave approximations) reads:

ρ̇ = −i

h

[
Ĥ0, ρ

]
+γ⊥

(
2σ̂ρσ̂†− σ̂†σ̂ρ−ρσ̂†σ̂)

+ (κa+κb+κc)
(
2âρâ†− â†âρ− â†âρ

)
, (1)

Ĥ0= h∆â†â+hΘσ̂†σ̂+√2κaE
(
â+ â†

)+ Ĥint, (2)

Ĥint = hg0e−
(

y2+z2
)
/w2

cos(kLx)
[
âσ̂†+ â†σ̂

]
. (3)

Hereγ⊥ is the atomic dipole decay rate,κa is the cavity field
decay rate through the input mirror (through which the probe
laser is injected),κb is the cavity field decay rate through the
output mirror,κc is the cavity field decay rate due to intra-
cavity scattering/absorption losses,∆≡ νa− νp is the atom–
probe detuning,Θ ≡ νc−νp is the cavity–probe detuning, and
the coupling strengthg0 is equal to half the maximum single-
photon Rabi frequency. We treat the atomic center-of-mass
coordinatesx, y, z as c-number parameters, with thex-axis
coinciding with the cavity axis andz parallel to gravity. The
Gaussian waist of our cavity mode isw ' 45µm. Note that
we have written the master equation in a frame rotating at the
drive frequency, soE is a constant term proportional to the
complex amplitude of the driving field.

To find the steady-state density operator as a function of
driving strength and various detunings, we simply setρ̇ss= 0
and solve forρss using linear algebra. The expected ampli-
tude and phase of the heterodyne photocurrent may then be
computed as [14, 32]

〈ihet(t)〉 = η f 1/2
L

√
2κb exp[i (ΩL t+φL)] Tr

[
ρssâ

]
, (4)

whereη represents the overall photodetection efficiency (in-
cluding propagation losses between the cavity and photode-
tectors, heterodyne efficiency, and detector quantum effi-
ciency), fL andφL represent the photon flux and phase of
the (optical) local oscillator, andΩL is the frequency of the
optical local oscillator relative to the rotating frame (cavity
driving field). In the experiment, we mixihet(t)with a rf local
oscillator at the frequencyΩL (which ranges between 40 and
190 MHz) and separately record the in-phase and quadrature
components of the slowly varying envelope (with an analog
bandwidth of300 kHz).

Note that the presence of an intracavity atom can influ-
ence the heterodyne photocurrent only via the interaction
HamiltonianHint ∝ hg(r), where

g(r)≡ g0e−
(

y2+z2
)
/w2

cos(kLx) . (5)

In a two-level approximation for the atomic internal dynam-
ics, and for a classical treatment of the atomic center-of-mass
degrees of freedom,all steady-state properties of the atom–
cavity system are strictly determined by the value ofg(r)
once the parameters (κa, κb, γ⊥, ∆, Θ, E ) have been speci-
fied. This includes the quantity〈Ĥint〉, which represents one
possible measure of the “interaction energy” between atom
and cavity. Given thatg(r) appears to be a more fundamen-
tal measure of the interaction strength, however, we have
adopted the conventionEint ≡ hg(r).

The atom–cavity interaction can be treated semiclassi-
cally using the optical bistability state equation (OBSE) [33].



1097

The OBSE is traditionally written in terms of the scaled field
variablesx andy (not to be confused with the atomic coordi-
nates), with the correspondence

x≡ 〈â〉√
m0
, y≡

√
2κaE

(κa+κb)
√

m0
, (6)

where the saturation photon numberm0 is given byγ 2
⊥/2g2.

For a given driving strengthE , the expected intracavity field
amplitude can be found by inverting the equation

y= x

(
1+ 2C

1+ δ2+ x2
+ iϕ− i

2Cδ

1+ δ2+ x2

)
, (7)

where we again work in a rotating frame at the drive fre-
quency,δ ≡ (νa− νp

)
/γ⊥ represents the scaled atom–probe

detuning,ϕ≡ (νc− νp
)
/ (κa+κb+κc) represents the scaled

cavity–probe detuning, and the “cooperativity”C is defined
by

C≡ g2

2 (κa+κb+κc) γ⊥
. (8)

Note that the dependence ofg (and therebyC andm0) on the
atomic position and internal state is implicit. A semiclassi-
cal prediction for the heterodyne photocurrent is obtained by
substitutingx

√
m0 for Tr

[
ρssâ

]
in (4).
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Fig. 1. Schematic overview of the apparatus

2 Experimental apparatus and procedures

Figure 1 provides a general overview of the apparatus, indi-
cating the schematic arrangement of various components to
be described below. The diode laser setup for forming the Cs
MOT is not shown.

2.1 High-finesse microcavity

We use a Fabry–Ṕerot high-finesse microcavity (“physics
cavity”) consisting of two spherical mirrors with1-m radius
of curvature [34]. The cavity was constructed with a mean
length l ' 107.5µm, which we inferred from the cavity’s
measured free spectral range of 1.395×1012 Hz. The meas-
ured l and specified radii of curvature geometrically deter-
mine the cavity’s electromagnetic mode volume for TEM00
modes near852 nm [35]. Together with the dipole decay
rate γ⊥ ' 2.6 MHz for the Cs 6P3/2 level [36], this deter-
mines our optimal coupling constantg0 to be' 11 MHz for
σ± transistions (specifically the 6S1/2 (F = 4,mF =±4)→
6P3/2 (F = 5,mF =±5)) and ' 6 MHz for π transitions
(6S1/2 (F = 4, mF = 0) → 6P3/2 (F = 5, mF = 0)) within
the D2 Zeeman manifold [1, 37]. Note that all frequency pa-
rameters in this paper are quoted in cycles per second (as
opposed to radians per second).

In order to allow cold atoms to fall into such a short
cavity, we found it necessary to have the mirror manufac-
turer reduce the substrate diameters from the standard value
of 7.75 mm down to 3 mm [34]. This reduced the “sagit-
tal depth” of the curved mirror substrates and allowed us to
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maintain a gap of≈ 100µm around the edge of the cavity.
Machining of the mirror substrates was performedafter they
had been superpolished and coated, but this process did not
seem to degrade the mirror reflectivities significantly. The
nominal combined transmission and loss per mirror, before
machining, was 1.5×10−5. Direct measurements of the cav-
ity finesse yieldF ' 217 000at an optical wavelength of
852.36 nm, consistent with a combined mirror transmission
and lossT∗ ' 1.45×10−5. This value ofT∗ is inferred from
the measured value ofl and the measured cavity HWHM
κ ' 3.21 MHz.

The cavity used throughout the work described in this pa-
per suffers from a rather pronounced birefringence, which for
TEM00 modes near852 nminduced a splitting of 8±2 MHz
between linearly polarized eigenmodes. It is not entirely clear
whether this birefringence is a result of the substrate ma-
chining for diameter-reduction, a property of the coatings,
or something associated with the mirror-mounting proced-
ure used for this particular cavity. We note that recent efforts
by other members of our group [31] have produced a cavity
of approximately the same finesse with greatly reduced bire-
fringence (by a factor≈ 25), using mirrors from a different
coating run and with great care taken to minimize cavity mis-
alignments and stress on the mirror substrates.

Our two mirror substrates are mounted in vee-grooves
atop independent aluminum blocks, with a piezoelectric ac-
tuator between the blocks for active servo-control of the
mirror separation (cavity length). The cavity mount sits on
a stack of alternating OFHC copper blocks and viton o-
rings for passive vibration isolation, all within an ion-pumped
vacuum chamber whose background pressure was typically
∼ 10−8 Torr (inferred from the ion pump current). In order
to bring the MOT as close as possible to the central axis of
the physics cavity, we had to use a rather open (and non-
magnetic) mount design, leading to some compromises in
the way of mechanical stability. As the cavity mount sits on
the vibration-isolation stack and is under vacuum, we found
that the native noise spectrum of the cavity length extended
out to about4 kHz, with one prominent resonance at50 Hz
(which we attribute to a transmission resonance of the iso-
lation stack). Due to a set of PZT-actuator resonances above
10 kHz, we have ultimately been limited to a unity-gain band-
width' 1 kHz for the cavity stabilization servo.

2.2 Laser and cavity locking schemes

Although the principle aim for this experiment is to stabilize
the cavity length at some precise offset∆∼ 0–100 MHzfrom
the Cs D2 resonance at852.359 nm, the strong atom–cavity
coupling places severe restrictions on the optical power that
can be used for the purpose of generating an error signal. On
resonance, the saturation intracavity photon number for our
cavity is as small asm0≡ γ 2

⊥/2g2
0' 0.1,which sets a fiducial

cavity throughput of 4πκbm0≈ 1 pW. With such low optical
power it would be extremely difficult to obtain a high-quality
error signal for locking the physics cavity. Other experiments
performed in our group have circumvented this problem by
using a chopped locking scheme, in which a strong “lock
beam” alternates with a weak “probe beam” at50% duty
cycle and≈ 1–4 kHz frequency [30, 31, 38]. However, such
a strategy inherently limits the servo unity-gain bandwidths

to ≈ 100 Hz at best, and would not be appropriate for fu-
ture experiments with atoms trapped inside the cavity for long
periods of time.

In this work we have developed an alternative locking
scheme for the physics cavity, which employs an auxil-
liary diode laser at836 nm to monitor the cavity length
on a different longitudinal mode than that which couples
strongly to intracavity Cs atoms. We use a commercial
grating-stabilized diode produced by New Focus (Santa
Clara, California). With a16-nm detuning, we can send
≈ 40 nW through the cavity and incur an ac Stark shift
of only ≈ 60 kHz for the atomic resonance atνa. Using
an EG&G avalanche-photodiode/transimpedance amplifier
module (model C30998) for ac detection of transmitted
836-nm light, we obtain an FM error signal (modulation fre-
quency3.8 MHz) with signal-to-noise ratio (SNR)≈ 20 at
30 kHzbandwidth.

The 836-nm diode laser is stabilized to an auxilliary
“transfer cavity,” which consists of a pair of25-cmradius-of-
curvature mirrors at' 16 cmseparation. One of the mirrors
is mounted on a piezoelectric actuator to allow cancellation
of dc drift and low-frequency noise. The transfer cavity has
a linewidth' 100 kHzat both836 nmand852 nm, with an
overall mode spacing≈ 300 MHz. The transfer cavity is also
used for pre-stabilization of theTi:sapphire laser, and some of
theTi:sapphire light is used in a Cs modulation-transfer spec-
trometer [39] to provide an absolute reference for the transfer
cavity length. From run to run we used one or two acous-
tooptic modulators to offset theTi:sapphire/transfer-cavity
lock point by+140,+87, or+43 MHz relative to the Cs
6S1/2(F = 4)→ 6P3/2(F′ = 5) transition.

By comparison of theTi:sapphire and diode laser error
signals in their respective locks to the transfer cavity, we infer
that the relative rms jitter between them is≤ 10 kHz. For both
laser locks we use the Pound–Drever–Hall technique [40] of
detecting an FM signal in reflection from the transfer cavity.
The stability of the transfer cavity resonances with respect
to atomic Cs lines in a vapor cell was such that we did not
see any relative jitter beyond the measurement noise in our
modulation-transfer spectrometer (SNR≈ 50 : 1 in 30 kHz
bandwidth).

The Ti:sapphire stabilization employs two feedback
loops, one with≈ 10 kHzbandwidth to the tweeter inside the
ring laser and another with≈ 100 kHzbandwidth to a VCO-
driven, double-passed acoustooptic modulator (AOM) just
outside the laser cavity [41, 42]. The mean frequency of the
AOM is 76 MHz, and the error signal going to the VCO has
a lower cutoff of≈ 10 kHzto prevent dc drifts. We note that
use of the AOM is crucial for achieving high stability of the
Ti:sapphire frequency. The diode laser servo utilizes both
feedback to the grating PZT and direct modulation of the
injection current, achieving an overall unity-gain bandwidth
≈ 1 MHz.

Having locked both the diode laser andTi:sapphire to
modes of the transfer cavity, which itself is locked to Cs,
we use a travelling-wave electrooptic modulator to generate
an rf sideband of the diode laser atf0 ≈ 200–500 MHz. Ei-
ther the upper or lower sideband is used to derive an FM
error signal for locking the physics cavity by ditheringf0
at 3.8 MHz, thus allowing us to achieve arbitrary placement
of the physics cavity mode near852 nmvia the tunability
of f0.
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2.3 Evaluation of the physics-cavity servo

Our basic requirement for the quality of the physics-cavity
servo was that relative jitter of the cavity resonance and
the probe laser frequency should not contribute a significant
amount of noise in the heterodyne photocurrent. Hence the
relevant comparison to make is between the noise in both
quadratures of a demodulated beatnote and the photocur-
rent fluctuations produced by the local oscillator alone. At
200 kHzbandwidth and with a probe beam strength such that
m≡ |〈â〉|2= 1.5 in the empty cavity, the standard deviations
of the phase and amplitude quadratures of the transmitted
probe beam were measured to be 1.01 and 1.39 (respec-
tively) relative to those of the local oscillator alone. Note that
we have estimated the standard deviation of the quadrature-
amplitude signals produced by our optical local oscillator to
be only a factor of 1.05 above the theoretical shot-noise limit
(see below). We therefore believe that our overall excess noise
factorβ ' 1.5.

By taking some simultaneous recordings of the hetero-
dyne photocurrent and the physics-cavity error signal, we
were able to verify directly that the atomic transits do not af-
fect the physics cavity servo.

2.4 Cesium MOT

To provide a source of cold Cs atoms, we used a standard
magnetooptic trap loaded directly from a thermal beam [43].
Our choice of thermal-beam loading, as opposed to loading
from a background vapor, was driven by an attempt to pre-
vent accidental coating of the physics cavity mirrors with Cs.
In more than two years of service, we did not detect any sig-
nificant (> 5%) change in the cavity finesse. Pre-cooling of
the Cs beam was not necessary for this experiment, as we re-
quired only a very low rate of delivering single cold atoms
into the cavity mode volume. Our MOT employs a six-beam
configuration, and we orient the anti-Helmholtz coils for the
trap so that their symmetry axis is parallel to that of the opti-
cal cavity. This leads to a MOT laser beam geometry with one
beam axis running parallel to and just above the cavity, plus
two beam axes in the plane of the mirror surfaces (Fig. 2).

The light for the MOT was provided by a pair of grating-
stabilized diode lasers (SDL 5421-G2), one tuned to the Cs
6S1/2(F = 4)→ 6P3/2(F′ = 5) cycling transition for trapping
and the other to 6S1/2(F = 3)→ 6P3/2(F′ = 4) for repump-
ing. Each trapping beam had≈ 1 cmdiameter and anywhere
from 40µW to 4 mW of optical power, depending on how
many atoms we were trying to send into the physics cavity.
We typically used a Cs reservoir temperature of60–80◦C for
the thermal beam, which effused through a200-µm pinhole
and travelled an overall distance of≈ 60 cmto the trapping
region (with a cold mechanical collimator in the way to re-
duce loading of the ion pump). With an anti-Helmholtz field
gradient of around25 G/cm, we could load up to≈ 2×105

atoms into a millimeter-sized cloud, whose mean temperature
we estimate to be≈ 100µK based on fluorescent imaging of
free expansion. This temperature estimate is also supported
by the spread in arrival times of individual atoms falling into
the cavity.

When running the experiment we would load the MOT for
about0.5 s, then drop it by quickly turning off the trapping

MOT coils

Cavity mirrors

Probe beam

(from Ti:S)
To heterodyne

detectors

Z

X
Y

Fig. 2. Geometrical arrangement of the MOT beams relative to the physics
cavity (figure not to scale). The mirror substrates are each3 mmin diameter
and 4 mm long. The MOT forms at a height of≈ 7 mm above the cavity
axis

beams with an AOM (using an rf switch with≈ 45 dBatten-
uation). After the trapping beams were thus extinguished, we
would ramp down the anti-Helmholtz field according to an
RC-filtered step with≈ 4 mstime constant. The repumping
beam was left on all the time, so that falling atoms would be
shelved in theF = 4 ground hyperfine level before entering
the cavity. No specific preparation was performed with re-
spect to the atomic Zeeman states. Dropping≈ 2×105 atoms
we would generally see 30–50 atoms falling through the cen-
tral part of the cavity mode volume, so for single-atom transit
data we had to reduce the trapping beam power by a factor of
100 to reach 0–2 atoms per drop. The overall repitition rate
for the trap–drop cycle was typically0.6 Hz.

2.5 Probe generation and photodetection

We used a balanced-heterodyne setup in order to achieve
high-efficiency, zero-background photodetection of≈ 1-pW
levels of 852 nmlight transmitted through the physics cav-
ity. The frequency difference between cavity probe light
and the optical local oscillator for heterodyne detection was
between40–190 MHz, depending upon our choice for the
atom–probe detuning. The probe light was generated from
theTi:sapphire output by cascading a+200 MHzAOM and
a tunable travelling-wave electrooptic modulator, which was
driven between−245 MHz and−440 MHz to produce the
desired atom–probe detuning. This indirect method was re-
quired to prevent contamination of the heterodyne photocur-
rent by electronic noise at the heterodyne frequency.

Light leaving the physics cavity first hit a color-separation
mirror which reflected> 99% of the852-nm light but trans-
mited≈ 30% of the836-nm light, allowing us to recover an
error signal for locking the physics cavity (see above) without
compromising the overall detection efficiency for the probe
field. Residual836-nm light going to the heterodyne setup
amounted to only≈ 30 nW and had negligible effect on the
photocurrent of interest.

The local oscillator (LO) for the optical heterodyne
was spatially cleaned by aF ≈ 1000 Fabry–Ṕerot cavity
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(linewidth≈ 1 MHz), which also served to strip off spectral
noise at76 MHz associated with the AOM servo for stabi-
lization of theTi:sapphire frequency. The cleaning cavity was
locked using the Pound–Drever–Hall method [40] with FM
sidebands at24 MHz, which likewise had to be kept weak in
order not to saturate the ac gain of the heterodyne photodetec-
tors. We used a total of≈ 2 mW in the LO, which generated
a shot-noise level≈ 5 dB above the electronic noise of the
photodetectors in the frequency range of interest.

The difference photocurrent from the balanced hetero-
dyne detectors was amplified up to−50 dBmor higher, then
divided by a 0◦ rf splitter. An independent signal genera-
tor was used to produce an rf local oscillator at the hetero-
dyne frequency, and it was halved using a 90◦ rf splitter.
The two identical copies of the photocurrent were mixed
with the in-phase and quadrature copies of the rf LO to pro-
duce an orthogonal pair of quadrature-amplitude (QA) sig-
nals at baseband. The QA signals were further amplified,
and passed through300-kHz analog filters with a roll-off of
12 dB/octave. We used a 12-bit Adc to sample both QAs
simultaneously at a rate of10 MHzper channel, which is suf-
ficiently high to avoid signal aliasing completely. Following
each drop of the trap, we continuously recorded both QAs for
a data acquisition window of50 msand streamed the data to
a hard drive for offline processing following the experimental
run.

Ideally, we would like the data acquisition procedure
just described to yield directly the amplitude and phase
quadrature-amplitudes of light transmitted through the cavity.
If we write the transmitted optical field asA(t)e−iωpt , where
A(t) is a slowly varying complex amplitude, the amplitudexa
and phasexp quadrature-amplitudes are defined byA≡ xa+
ixp. With respect to the quantum-mechanical theory of the
master equation (1),A∝ 〈â〉. Note that we defineA to have
zero phase when the cavity is empty, so thatxp should have
zero mean when there are no intracavity atoms.

Given the way that we generate the probe beam, however,
we have no way of generating a phase-locked rf local oscilla-
tor to recoverxa andxp directly. The phase of the heterodyne
photocurrent differs from the phase that the light has just after
it leaves the cavity because of fluctuations in the relative opti-
cal path length travelled by the signal beam and optical local
oscilator in reaching the photodetectors. So the two signals
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Fig. 3. A 15 mssegment of the typical recorded data, showing the simultaneously recorded photocurrents proportional to the amplitude quadraturex̃a (upper
trace) and phase quadraturẽxp (lower trace) of light transmitted through the physics cavity (see text). The experimental parameters for this data were∆=
10 MHz, Θ = 0, andm= 1.5. The photocurrents were digitized at a rate of10 MHz, with 12-bit resolution, and the analog bandwidth of the anti-aliasing
filters was300 kHz. Note the set of transient features clustered between 0.009 and 0.013 on the time axis, each of which was caused by the passage of an
individual atom through the cavity

produced by mixing the photocurrent with the shifted and
unshifted copies of our rf local oscillator correspond to an
orthognal, butrotatedpair of quadrature-amplitudesx1, x2:(

x1
x2

)
=
(

cosφ − sinφ
sinφ cosφ

)(
xa
xp

)
. (9)

Luckily, the characteristic timescales for fluctuations in the
phaseφ are quite long (≈ 10–100 ms, corresponding to
acoustic disturbances) compared to the250-µs duration of
an individual atom-transit signal. In processing the recorded
data to produce the plots discussed below, we have there-
fore used an “adaptive” definition of the amplitude and phase
quadrature-amplitudes. Within a window of2 ms preceding
the signal of interest, we estimate the instantaneous value of
φ by determining the rotation ofx1, x2 that produces one
quadraturẽxp with zero mean and one quadraturex̃a with pos-
itive mean. Theñxp is operationally defined to be the phase
quadrature photocurrent, andx̃a is the amplitude quadrature
photocurrent.

Figure 3 shows an example of a15-ms segment of
our quadrature-amplitude data. Note that some excess low-
frequency noise can still be seen in the phase quadrature,
which constrains the lower end of our measurement band-
width to≈ 1 kHz. Six prominent atom-transit signals, char-
acterized by a sharp drop in the amplitude-quadrature and
a simultaneous increase in the phase quadrature, can be seen
betweent = 0.009 sand t = 0.013 s. In our subsequent dis-
cussions of the data, we shall focus on individual signal
“events” of this type.

3 Determination of intracavity photon number

In order to make quantitative comparisons between data and
theory, we need to calibrate the strength of the driving field
used in each experimental run. As we will ultimately choose
to ignore dc optical phase offsets, the relevant quantity for us
will be the number of photonsm that builds up when the cav-
ity is empty. This corresponds to 2κa|E |2/ (κa+κb+κc)

2 in
the master equation case and|y|2/m0 for the OBSE.

Our strategy for determining the intracavity photon num-
ber during experimental runs has been to work backwards
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from the heterodyne photocurrent observed with no atoms in
the cavity, using the expression [32](

S2

N

)
het
= 4Tηκbm, (10)

where S is the mean value of the demodulated amplitude-
quadrature signal (i.e. the heterodyne photocurrent is of the
form Scos(ωt+φ)), N is the mean-squared power of fluctu-
ations in the same signal due to (optical) shot-noise,T is the
measurement interval, andm≡ |〈â〉|2. Note that the above ex-
pression is valid for a coherent signal beam, which we assume
to be the state of the light transmitted through the cavity when
no atoms are present. For an accurate calibration, we thus
need to know the output mirror transmissionκb, the total cav-
ity loss (which can be determined from measurements of the
cavity finesse), and the overall photodetection efficiencyη. In
determiningm from the data, we typically choseT on the
order of1 ms. The following subsections provide further de-
tail for each critical aspect of the calibration.

3.1 Evaluation of local oscillator noise

Ideally, the quantityN appearing in (10) should coincide with
the photocurrent noise powern observed when the signal
beam is blocked. This would allow us to determine the intra-
cavity photon number without having to calibrate the exact
gains of the photocurrent amplifiers, etc. But the proced-
ure is invalid if the optical local oscillator carries excessive
technical noise, so we have empirically checked the scal-
ing of our nominalN with the dc optical power of the LO.
A fit of the data to the functional formn= aP+bP2 yields
b/a' 0.11 mW−1. Given our typical operating LO power of
1 mW per detector, and considering the relative magnitudes
of other uncertainties, we approximateN ' n. Note that the
LO does pass through an intensity stabilizer with≈ 400 Hz
bandwidth just before entering the cleaning cavity.

3.2 Measurement of cavity decay rates

We directly determined the total cavity field decay rateκa+
κb+κc by making a calibrated measurement of the HWHM
of a cavity TEM00 resonance. In order to minimize system-
atic errors, we did this by using the heterodyne detectors to
monitor the transmitted optical power of a fixed-frequency
Ti:sapphire probe beam while scanning the cavity length. The
cavity length was always under servocontrol during the meas-
urement, as we generated the scan by stepping the frequency
of the rf going to the travelling-wave modulator for the lock-
ing diode laser. The total cavity field decay rate is then given
by the resonance HWHM measured in terms of the mod-
ulator rf scan, times a correction factor of the ratio of the
diode laser andTi:sapphire wavelengths. We findκa+κb+
κc' 3.2 MHz.

As the mirrors used to construct the cavity should be
identical, we assign half the total losses to each mirror. Un-
fortunately, we did not manage to characterize the ratio of
intracavity lossesκc to transmission lossesκa+ κb before
we accidentaly damaged the cavity. Given that the mirror
coatings we have previously received from the same manu-
facturer have displayed very low scattering/absorption loss

(≈ 1.1×10−6) in the wavelength range of interest [45], we
have assumedκc= 0 and thereforeκa= κb= 1.6 MHz.

3.3 Measurement ofη

Three principal factors determine the value ofη ≡ Vετ: the
spatial overlap

√
V between the signal beam and the optical

local oscillator, the photodetector quantum efficiencyε, and
the (power) efficiencyτ with which we transfer light from the
cavity ouput to the photodetectors. Using an optical power-
meter we measuredτ = 0.9, as well asε ' (0.68,0.71) for
our two photodetectors. We measuredV ' 0.65 by producing
a dc fringe between the signal beam and the optical local os-
cillator, with both beams adjusted to a power level of1µW.
The power adjustments were made upstream of the physics
cavity and LO cleaning cavity, ensuring that no optical mis-
alignments were introduced in the process. We obtained an
independent measurement ofVε ' 0.4±0.05 from the het-
erodyne signal-to-noise ratio obtained with a measured signal
power of10 nW. Note that the reasonable agreement between
this latter value and the directly measuredVε provides fur-
ther indication that our optical local oscillator bears minimal
excess noise, and that our assumptionsκb = κa, κc ≈ 0 are
valid.

Although it could have been avoided, we did suffer one
additional loss of detection efficiency due to gain and phase
imbalance in the subtraction of heterodyne photocurrents.
Several weeks after we took the data sets shown below, we
realized that one photodetector output had an rf signal4 dB
higher than the other (this figure includes both the deviation
of our heterodyne beamsplitter from being 50/50, the differ-
ence in photodiode quantum efficiencies, and the difference
in transimpedance gains), and a phase offset of 1 radian. If
we write the two photocurrents (for a coherent signal beam)
asi1= 1√

2
e−iωt+ ξ1 andi2= −g√

2
e−iωt+iφ+ gξ2 (whereξ1 and

ξ2 are uncorrelated Gaussian white noises with zero mean and
unit variance), the difference photocurrent is

i− = 1+ geiφ

√
2

e−iωt +
√

1+ g2ξ, (11)

whereξ is again a Gaussian white noise process with zero
mean and unit variance. The complex imbalancegeiφ should
thus reduce the effective photodetection efficiency (for the
purpose of evaluating the heterodyne signal-to-noise ratio
(10)) by

η→ 1

2
η
|1+ geiφ|2

1+ g2
. (12)

Using the measuredg' 0.63 andφ ' 0.85 rad, η→ 0.8η,
and we quote an overall value ofη' 0.32.

4 Numerical simulations

In order to facilitate the interpretation of our data, we gener-
ated some rudimentary Monte Carlo simulations of the het-
erodyne signals that we should see as atoms fall through
the cavity.1 Our code simulates three-dimensional, classical

1 The computational work described in this section was conducted by H.M.



1102

center-of-mass motion of individual atoms under the influ-
ence of fluctuating forces due to their strong interactions with
the cavity field. Gravity is also included in the kinematics,
but plays only a minor role over the≈ 1 msduration of the
simulations.

4.1 Overall scheme for the simulations

The basic scheme of the simulations is to precompute the
values of the mean cavity-induced force, the cavity-field-
induced diffusion coefficient, and the steady-state (complex)
amplitude for the intracavity field as a function of atomic pos-
ition. Hence,everyother degree of freedom in the simulation
is adiabatically eliminated and slaved to the atomic motion,
which is assumed to be the slowest and the “stiffest” pro-
cess in the dynamics. The mean force and intracavity field
are derived from steady-state solutions of the master equation
(1), and the cavity diffusion is computed using the quantum
regression theorem [46]. In each timestep, the code first per-
forms an interpolation on the precomputed tables of values
to determine the appropriate change in atomic momentum
(which includes a stochastic increment consistent with the
local value of the diffusion constant), records an appropriate
value for the cavity output field, and then updates the atomic
position and momentum. The simplest possible integration
scheme is used (explicit Ito-Euler), yielding order 0.5 conver-
gence in the timestep. We chose a timestep of7.5 nsin order
to keep the run-times for the simulations reasonable under
Matlab on our Pentium II workstations, and this should have
been sufficiently small to keep the integration error below
other sources of inaccuracy.

The principle shortcoming of this scheme is that it as-
sumes the atomic velocity will remain small enough that
variations in the coupling strengthg will be negligible over
timescales on the order ofκ−1 andγ−1. If this condition is vi-
olated, then the steady-state values of the mean cavity force
and cavity output are no longer appropriate. Another major
approximation was made in treating only a two-level atom–
optical pumping and/or the associated opto-mechanical ef-
fects (e.g., spontaneous forces) could certainly play an im-
portant role in determining the shapes of our observed tran-
sit signals. A third, less severe approximation is that we
have treated the stochastic process associated with recoil
from spontaneous emissions as being statistically indepen-
dent from the one associated with dipole-force fluctuations.
The possibility that interesting effects could arise due to
quantization of the atomic motion is of course ignored as
well.

Given the relative simplicity of our simulation scheme, it
would be inappropriate to draw any strong conclusions about
our experimental data solely on the basis of apparent simi-
larities with the numerical results. However, the simulations
do provide an appealingmodelfor the atomic center-of-mass
dynamics and associated heterodyne signals, with predictions
that seem to be fully consistent with what we see in the
actual experiment. This model suggests some interesting in-
terpretations for qualitative features of the data. For example,
the marked asymmetry (in time) of most of our experimen-
tal transit signals may be associated with an initial phase of
atomic “channeling” in the dipole potential provided by the
intracavity optical field, followed by a sudden escape from

local confinement due to cavity-field-induced momentum dif-
fusion. Such a dynamical process, if it could be confirmed
in some way, would bear a strong resemblence to the Levy
walk behavior predicted in [47, 48] and observed in [49]. Our
simulations also suggest that isolated dips and steps in the ob-
served transit signals may be associated with sudden changes
in atomic localization relative to the cavity standing wave.

Before presenting some results of the atomic-motion sim-
ulations, let us first describe the numerical method used to
compute the cavity diffusion coefficients.

4.2 Computation of diffusion coefficients

Following Doherty et al. [50], we computed the diffusion co-
efficient associated with dipole-force fluctuations according
to

D= lim
t→∞Re

∞∫
0

〈
f (t), f (t− τ)〉dτ, (13)

wheref is the force operator

f =−ih∇g (r)
(
â†σ̂−− âσ̂+

)
(14)

and we define

g (r)≡ g0 cos(kLx) exp
[− (y2+ z2) /w2] . (15)

Note that the vector nature of the force operator comes only
from the gradient∇g (r). Unlike the computation of mean
forces and the expected intracavity field amplitude, the evalu-
ation of (13) requires an actual time-integration of the cavity-
QED master equation (1). Note that〈
f (t), f (t− τ)〉≡ Tr

[
feLτ fρss

]−〈f 〉2, (16)

whereL is the Liouville superoperator defined by

d

dt
ρ =Lρ, (17)

with reference to the cavity-QED master equation (1). Know-
ing the steady-state atom–cavity density matrixρss, one can
evaluate the correlation function in (16) by integrating the
master equation for a timeτ with fρss as an initial condition,
multiplying the result byρss, and finally taking the trace.

The numerical integration was performed by a C++/MPI
code on an SGI/Cray Origin-2000 cluster. We used a trun-
cated basis of 25 Fock states for the cavity mode, using an
explicit Euler integration with a1-pstimestep and5-µs total
integration time.

Figure 4 shows the results of such a calculation for the dif-
fusion coefficient as a function of atomic position along the
standing wave, for an atom located on the cavity axis. Re-
call that the cavity mode function varies as cos(kLx) along
the cavity axis, and as a Gaussian in the transverse dimen-
sions. Starting from the top, the four curves represent∆= 0,
10, 30, and50 MHz, all with a probe strength such that an
average of 2 photons would build up in the cavity if it were
empty and withΘ = 0. Figure 5 shows similar results, all for
∆ = 50 MHz, but with an average intracavity photon num-
ber (for the empty cavity) ofm= 8 for the top curve, 4 for
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Fig. 4. Cavity diffusion coefficients versus atomic position, for (from the
top curvegoing down) atom–probe detuning∆≡ νa−νp = 0, 10, 30, and
50 MHz, with m= 2 photons andΘ = 0

the middle, and 2 for the lowest. As the variation ofg along
the standing wave is much more rapid than in the transverse
(Gaussian) directions, we approximated∇g (r)' dg/dx in
expression (13). The computation off for the mean force field
was of course three-dimensional.

Note that expression (13) gives the diffusion coefficient
associated with dipole force fluctuations only–it takes no ac-
count of recoils from spontaneous emission. We therefore
incorporate a second diffusion process in the simulations,
whose coefficient is computed from the expectation value of
the atomic excitation at each point in space:

Drec= (hkL)
2

25
Γ 〈σ̂+σ̂−〉. (18)
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Fig. 5. Cavity diffusion coefficients versus atomic position, for (from thetop
curvegoing down)m= 8, 4, and 2 photons, with the atom–probe detuning
∆= 50 MHz (againΘ = 0)

Here Γ is the atomic spontaneous emission rate (Einstein
A coefficient), and the number 1/25 comes from averaging
over the angular distribution pattern for dipole radiation [50].

4.3 Discussion of results

Figure 6 shows an example of the atomic position along the
standing-wavex and the atomic velocity along the standing-
wave vx from one typical simulation. Also shown are the
mean value of the intracavity phase quadrature amplitude
〈qp〉 ≡ i 〈â− â†〉/2, and a simulated heterodyne signal with
Gaussian noise added at the level appropriate to our experi-
mental parameters (see (10)). Note that the quantity (〈qp〉 plus
noise) is proportional to the photocurrentx̃p that would be
recorded in our experiment. In the bottom row of the figure,
〈qp〉 and 〈qp〉 plus shot-noise are shown at an analog band-
width 300 kHz in order to illustrate the effects of finite de-
tection bandwidth on the qualitative features of the data [50].
The results clearly suggest that the gross features of the simu-
lated signals are most strongly affected by atomic motion
along the standing wave, in that the overall Gaussian profile
associated with motion in thez direction becomes distorted
by the “envelope” of the oscillatory variations due to motion
alongx (recallg(r)= cos(kLx) exp

[− (y2+ z2
)
/w2

]
).

Looking at the results forx(t) andvx(t), we see that the
atom in this particular simulation was mechanically confined
within one well of the cavity standing wave untilt ≈ 810µs.
That is, x did not vary by more thanλ/4 andvx displays
the oscillations that one would expect to see for an atom
trapped within a potential well. At timet ≈ 810µs, how-
ever, we see that momentum diffusion finally pushesvx above
some threshold value such that the atom is able to escape
from local confinement and “fly above” the periodic dipole
potential associated with the cavity standing wave. Generally
speaking, one expects this type of escape to occur as the atom
passes through the cavity axis in the−z direction and the
standing-wave potential wells begin to decrease in depth. The
expectation value〈qp〉 clearly reflects the qualitative features
of the atomic trajectoryx(t), although we also see that the
details are lost in the measured signal due to heterodyne shot-
noise. What survives in the simulated heterodyne signal is an
overall asymmetry in the envelope of the transit signal, with
a sudden “step” downwards att ≈ 800µs(as suggested by the
dotted vertical line).

Figure 7 shows four simulated signals with∆= 10 MHz
and an average intracavity photon number ofm= 2, and two
simulated signals with∆ = 50 MHz and m= 4 (Θ = 0 in
all cases). In each subplot, the upper trace shows the intra-
cavity amplitude quadrature〈qa〉 ≡ 〈â+ â†〉/2 versus time,
and the lower trace (with zero mean value) shows the in-
tracavity phase quadrature〈qp〉 versus time. Again, Gaus-
sian noise has been added to the simulated signals in order
to reproduce the overall signal-to-noise ratio predicted by
(10). In all simulations, the atom was started at a pos-
ition 7 Gaussian waists above the cavity with a vertical
velocity of−47 cm/s. The initial transverse position, trans-
verse velocity, position along the cavity standing-wave axis,
and velocity along the standing wave were randomly as-
signed within parameter ranges that were narrow enough to
ensure that most simulated atom-drops produced a sizeable
signal.
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Fig. 6a,b.

a b

a Simulated atomic trajectory
and corresponding heterodyne signal for
a single transit withm= 4, Θ = 0, and
∆= 50 MHz. Here x is atomic position
along the cavity standing wave (meas-
ured in units of the optical wavelength)
and vx is the atomic velocity along
the standing wave (measured in optical
wavelengths perµs). Note that the simu-
lation includes three-dimensional classi-
cal center-of-mass motion for the atom,
although only x and vx are displayed
above. The two subplots in partb display
the expectation value of the intracavity
phase quadrature amplitude〈qp〉 (which
is proportional to x̃p) filtered down to
an analog bandwidth≈ 300 kHz(left), as
well as 〈qp〉 plus an appropriate amount
of Gaussian noise to simulate shot noise
in our heterodyne detection (right)

The simulated signals in Fig. 7 may be compared directly
to the real data shown in Fig. 8. Like the simulation shown
in Fig. 6, the signals in Fig. 7 display a generic asymmetry
and often contain an isolated dip or step. The features of this
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Fig. 7. Simulated atom-transit signals
(see text), displayed at an analog band-
width of 200 kHz. The atom–probe de-
tuning ∆ and probe powerm are indi-
cated for each subplot, and the atom–
cavity detuningΘ is zero in all cases.
Upper traces represent the intracavity
amplitude quadrature〈qa〉, with Gaus-
sian noise added to reproduce the overall
signal-to-noise ratio predicted by (10)
(yielding a quantity proportional tõxa).
Lower traces(with zero mean) represent
the intracavity phase quadrature〈qp〉 plus
Gaussian noise (proportional tõxp)

type that are marked by an arrow near the horizontal axis are
again associated with sudden changes in the atomic localiza-
tion relative to the cavity standing wave (as determined by
examiningx(t) from the simulations).
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Fig. 8. Individual atom-transit signals,
displayed at the full analog bandwidth
of 300 kHzand sampling rate of10 MHz
(12-bit resolution). The atom–probe de-
tuning ∆ and probe powerm (see text)
are indicated for each subplot, and the
cavity–probe detuningΘ is zero in all
cases.Upper tracesrepresent the ampli-
tude quadraturex̃a, whereas the lower
traces (with zero mean) represent the
phase quadraturẽxp. Note that we have
displaced thẽxa traces by+400 in order
to prevent them from overlapping with
the x̃p traces, and that the photocurrents
are displayed in arbitrary units

Although we have the benefit of knowing both the “actu-
al” trajectory of an atom and the corresponding heterodyne
signal in our simulations, a priori knowledge of the atomic
trajectory is of course unavailable in our experiment. Hence,
the results of our numerical simulations can only provide gen-
eral guidelines for how we might try to infer something about
individual atomic trajectories from our heterodyne transit-
signals. First of all, it appears that signficant asymmetries in
the observed signals could provide evidence that we do in
fact observe mechanical aspects of the atom–cavity coupling
within individual atomic transits. Relative to the approxima-
tions involved in our simulations however, one should bear
in mind that such asymmetries could also arise from optical
pumping processes that may occur during at atomic tran-
sit through the cavity. Second, the simulations suggest that
the transit signal envelopes are most strongly influenced by
atomic motion along the cavity standing wave, as opposed
to details of the motion alongy or z. Third, isolated dips
or steps in the signal could be indicative of sudden changes
in the atomic localization with respect to the standing wave.
Again however, we should be careful to note that such fea-
tures might also be caused by intracavity optical pumping.

5 Data

Moving on to the experimental data, let us first discuss some
transit signals displayed in the same fashion as the simula-
tions of Fig. 7. The quality of this data illustrates our experi-
mental ability to perform continuous, nearly quantum-noise-
limited measurement of the atom–cavity interaction energy
during individual scattering events. In the second subsec-
tion we shall display transit data on the complex plane, and

present a quantitative comparison to theoretical predictions of
the atom–cavity system’s complex optical susceptibility. We
shall see that in optimal cases, sufficient information may be
obtained from anindividualatom-transit signal to distinguish
unambiguously between quantum and semi-classical models
of cavity QED.

Note that all of the data shown here were taken with
cavity–probe detuningΘ ≡ νc−νp= 0, while the atom-probe
detuning∆≡ νa− νp and probe powerm are varied.

5.1 High-bandwidth single-atom transits

The basic unit of our experimental data is a continuous stream
of quadrature-amplitude values versus time, recorded for
≈ 50-mswindows following each dropping of the MOT. One
≈ 15-ms segment of such data is shown in Fig. 3. This par-
ticular data segment was taken with detunings(∆= 10,Θ =
0) MHz and with a probe power such that an average of
1.5 photons would build up in the cavity if it were empty
(m= 1.5).

Figure 8 shows six of the largest single-atom transit sig-
nals from our entire data set, which covers detunings∆
from −10 to+100 MHz and probe powersm from 1.5 to
11 photons. The particular values of∆ andm for each sig-
nal in Fig. 8 are displayed above the corresponding plot. The
data are shown at our full analog bandwidth of300 kHzand
sampling rate of10 MHz (12-bit resolution). Note that we
have displaced the amplitude quadrature signalsx̃a by +400
in order to prevent them from overlapping with the phase
quadrature signals̃xp.

We have found that transit signals of maximal contrast
tend not to have very much internal structure, although there
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is a fairly prominant dip at the point indicated by an ar-
row in subplot “dat4,” a set of three dips indicated by the
arrow in subplot “dat6,” and oscillatory structure in the sig-
nal of subplot “dat5.” The signal of subplot “dat4” is really
not so different in its overall structure from the simulations
shown in Fig. 6 and in the “traj10” subplot of Fig. 7. One can
see that the shapes of the overall signal envelopes do vary
substantially and are generally asymmetric in time. The dis-
tribution of the atom-transit signal between amplitude and
phase quadratures clearly depends upon the probe detuning,
as will be discussed in greater detail below. For the data event
recorded with∆ = 0, one sees that there is only a reduc-
tion in the power of the transmitted probe without any shift
in its phase. At all other detunings, the atom-induced reduc-
tion of amplitude quadrature is partly offset by an increase
in the phase quadrature, indicating a significant phase shift
of the transmitted probe beam. In subplot “dat6” taken with
∆= 50 MHz, the signal is seen to primarly reside in the phase
quadrature.

For signals such as those shown in Fig. 8, we may es-
timate a full-signal to rms-noise ratio of approximately 2.5
for the phase quadrature and 4 for the amplitude quadra-
ture. Combining the two signals, we have an overall signal-
to-noise ratio≈ 4.2 for detection of changes in the opti-
cal phaseΦ of light transmitted through the cavity. The
signal bandwidth is300 kHz, implying a relative sensitiv-
ity of 0.24/

√
3×105' 4.4×10−4 rad Hz−1/2. In the far-

detuned regime (e.g.∆ = 50 MHz), we may approximate
Φ (g) ' πg2/4κ∆. Assuming that the largest signals cor-
respond to atoms reaching the maximal coupling strength
of g0 = 11 MHz, this sets our broadband sensitivitySg to
time-variations ing≡ Eint/h to be Sg ≈ 4.5 kHz/

√
Hz (for

∆ = 50 MHz). Given our overall photodetection efficiency
η' 0.32 and our independent assessment of the excess noise
factorβ ' 1.5 (corresponding to technical noise on the opti-
cal local oscillator power and on the physics cavity lock), we
believe that the results we have obtained should be only a fac-
tor of β/

√
η' 2.7 above the fundamental quantum limit. We

maintain this high sensitivity over 2.5 decades of signal fre-
quency, from our full photodetection bandwidth of300 kHz
down to 1 kHz (at which point we are limited by residual
technical noise in our measurements of the phase quadrature).

While the above estimate forSg applies when an atom
is located at an antinode of the cavity standing-wave,
the optimal atomic position sensitivity Sx (with respect
to displacements along the cavity axis) should hold for
atoms located halfway between a node and anti-node. Using
g(x)= g0 cos(kLx) we find a maximal value ofdΦ/dx =
π2g2

0/2κ∆λ≈ 4.4×106 rad/m, henceSx ≈ 10−10 m Hz−1/2.
Although a complete theoretical description of our experi-

ment at the level of a stochastic master equation [14] could
in principle be formulated to include three-dimensional quan-
tized atomic center-of-mass motion, cavity birefringence, and
the full manifold of internal atomic Zeeman states, the re-
sulting model would almost certainly be too complex to be
useful for quantitative interpretations of our existing data.
Nevertheless, we wish here to stress that only a theory that
explicitly treats thequantum conditioning[13–15] of the
atom–cavity evolution on the stochastic component of the
heterodyne photocurrent could provide a full account of the
statistics and autocorrelation properties of our atom-transit
data. Of course, much remains to be done before we can offer

definitive proof of such features in our data, so our continuing
research efforts will largely be directed towards the unam-
biguous demonstration of quantum-conditional dynamics in
cavity QED.

5.2 Transit phasors

In addition to displaying our atom-transit signals in the format
of photocurrent versus time, we can also construct paramet-
ric plots of x̃a versusx̃p to examine the correlation induced
between these two quantities by the atom–cavity interaction.
This is equivalent to compiling a histogram of the complex
amplitude of the optical field transmitted through the cavity
during an atomic transit, and hence to a continuous moni-
toring of the atom–cavity system’s complex optical suscepti-
bility. The underlying probability distributions for such his-
tograms are determined by the (evolving) Husimi Q-function
for the intracavity field [14, 32].

Many of our measurements have been conducted in
a regime of strong cavity-driving fields (m>m0g2

0/∆
2), with

the consequence that significant effects of saturation and opti-
cal nonlinearity can be seen in our experimental data. As has
been extensively discussed in the cavity-QED literature, the
nonlinear optical response of the atom–cavity system repre-
sents an important experimental signature that may be used
to distinguish between quantum and semiclassical theoretical
models for the atom–cavity interaction. Prior to this work,
four groups [31, 51–53] have reported nonlinear measure-
ments in cavity QED. In each of these previous experiments,
the information gained per atomic transit about the details of
the system’s nonlinear response was far less than in the data
we shall present here. Hence, we wish again to stress that the
techniques developed in our most recent experimental work
have opened new possibilities for exploring quantum dynam-
ics at the level of single-quantum realizations (trajectories), as
opposed to the level of ensemble averages.

In Figs. 9 and 10, we display single-transit data on the
complex plane. The experimental data are displayed as gray
dots, with each dot representing the values ofx̃a and x̃p at
some particular time during an atomic transit. In order to pro-
duce a set of dots from a transit signal such as those shown
in Fig. 8, the quadrature-amplitude signals were first passed
through an anti-aliasing filter and then resampled every10µs
to produce a discrete set of points

{
x̃i

a, x̃
i
p

}
. For every i ,

a gray dot is placed at radius
√
(x̃i

a)
2+ (x̃i

p)
2 and polar angle

tan−1(x̃i
p/x̃

i
a).

These transit phasors represent a simple way of looking
at the correlation between the amplitude and phase of light
transmitted through the cavity, with time removed from the
picture. We believe that this type of plot is the best format
for comparisons to theory, because atomic internal (optical
pumping among Zeeman states) and external (motion through
the cavity eigenmode) dynamics should be factored out. In the
simplest approximation, these two types of processes merely
induce fluctuations in the atom–cavity couplingg, which
should only move the locus of our gray dots in and out along
a curve parametrized byg. The overall shape of this curve
should be dictated by the interaction Hamiltonian for the atom
and cavity mode, and is therefore quite easy to compute.

In Fig. 9, we show a set of transit phasors taken at var-
ious probe detunings. The data overlay theoretical curves
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Fig. 9. Dependence of transit phasor
shapes on detuning (the values of probe
power m and detuning∆ are indicated
above each subplot). Each subplot dis-
plays an overlay of two data traces (gray
spots), quantum-mechanical theory from
the master equation (solid curve end-
ing in a ◦, computed using (1)), and
semiclassical theory (computed using
(7), solid curveending in a “×”). Note
that the theoretical curves share a com-
mon origin at

(〈qa〉, 〈qp〉
) = (m1/2,0

)
,

corresponding tog= 0 and marked by
a triangle

predicted by the quantum and semiclassical theories. The
quantum-mechanical predictions are computed by finding the
steady-state solution of the master equation (1) for values
of g in the range[0, g0] and appropriate values of∆ and
m. The solid curves represent an interpolation through the
discrete set of computed values for〈qa〉 and〈qp〉 as a func-
tion of g. The semiclassical prediction is computed in the
analogous manner, using the optical bistability state equa-
tion (7) rather than the quantum master equation. Note that
both curves must agree forg= 0, and this common point of
origin is marked in each subplot by a triangle. Theg= g0
endpoint of the quantum curve is marked by a circle, and
the g= g0 endpoint of the semiclassical curve is marked
by a ×. In the subplots of Fig. 9, the grey dots represent
an overlay of data from two individual atom-transit sig-
nals. The two particular signals displayed in each subplot
were selected on the basis of having maximal “contrast”
among all the signals from a given data set, under the as-
sumption that the atoms causing maximal signals should
have come the closest to actually achievingg= g0 on their
way through the cavity. Quantum theory is seen to pre-
dict the observations quite well for all the detunings shown
in Fig. 9.

The quantum and semiclassical predictions shown in
Fig. 9 do not differ significantly except for the case of∆= 0.
Generally speaking, the two theories are known to agree in
their predictions for weak-field response of the atom–cavity
system but to differ in their predictions regardingsaturation
of the optical response. We here present experimental evi-
dencefrom single atom transitsfor the quantum character
of saturation in the atom–cavity system’s response to near-
resonant driving fields.

In Fig. 10 we show a set of transit phasors for fixed detun-
ing ∆= 10 but variable probe strengthm= 2.8, 4.4, 7, and

8.2=m 4.4=m 7=m 11=m

Fig. 10. Transit phasors for fixed detuning∆ =
10 MHz, with variable probe strength (as indicated).
Each subplot displays an overlay of three data traces
(gray spots), quantum-mechanical theory from the
master equation (solid curve ending in a ◦, com-
puted using (1)), and semiclassical theory (computed
using (7), solid curve ending in a “×”). Note that
the theoretical curves share a common origin at(〈qa〉, 〈qp〉

) = (m1/2,0
)
, corresponding tog= 0 and

marked by a triangle

11. A clear discrepancy between the quantum and semiclassi-
cal theory may be seen in this sequence of plots, with the data
(gray dots) showing significant preference for the quantum-
mechanical predictions. Each subplot in Fig. 10 represents an
overlay of data from three individual atom-transit signals, in
order to fill in the overall “shape” of the experimental tran-
sit phasors. It should be clear, however, that just a single data
trace would suffice to determine that the experiment matches
much more closely with the quantum theory than the semi-
classical theory. We plan to elaborate this result in separate
publication [54].

6 Conclusions and future goals

We have described the details of our recent experimental
work to perform continuous measurement of the interaction
energyEint ≡ hg between one atom and an optical cavity dur-
ing individual transit events. We displayed heterodyne transit
signals in two complementary formats, one of which high-
lights the large bandwidth and nearly quantum-noise-limited
signal-to-noise ratio achieved in tracking the time evolution
of the amplitude and phase quadratures (x̃a, x̃p) of light trans-
mitted through the cavity. The second data format (transit
phasors) displays the correlation induced betweenx̃a and x̃p
by the atom–cavity interaction, and our experimental results
show that we are able to distinguish unambiguously between
quantum and semiclassical models of cavity QED in only
a few (or even just one) atomic transits. We have furthermore
presented the results of rudimentary numerical simulations of
atomic motion under the influence of mechanical forces and
momentum diffusion associated with the strong atom–cavity
coupling, and we examined the interpretations suggested by
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these simulations for certain qualitative features of our ex-
perimental data (i.e. steps and asymmetries).

The primary conclusion we wish to draw in comparing the
simulation results with our experimental data is that we have
experimentally reached a regime of measurement sensitivity
and bandwidth in which details of the atomic center-of-mass
trajectories really should be visible. Even though we have
no incontrovertible means of proving that steps and asym-
metries seen in our experimental data should be associated
with dynamical processes such as channeling and diffusive
escape, we are now motivated in our continuing work to de-
velop some means ofactively influencingthe atomic motion
while it is still inside the cavity. This would allow us to pro-
duce deliberate displacements of an atom along the cavity
standing wave, and to examine the induced variations of the
heterodyne signal in order to verify our inferred displacement
sensitivity of≈ 10−10 m/

√
Hz. We anticipate that the com-

bined abilities of monitoring and influencing atomic position
relative to the cavity standing wave will enable the investiga-
tion of schemes forreal-time feedback controlof quantized
atomic center-of-mass motion.

Finally, let us note that the standard quantum limit for
overall observation time of the position of a single atom with
sensitivity≈ 10−10 m/

√
Hz and300 kHzbandwidth should

bet∗ ≈ 10µs[55]. This implies that quantitative experimental
investigations of conditional quantum dynamics (as described
in [55]) should indeed become possible in our cavity QED
system once we are able to reliably prepare individual atoms
in well-defined initial states of motion. The ideal situation in
this regard would be to trap and localize atomswithin the cav-
ity, releasing them at a node or antinode of the standing wave,
on the cavity axis, and with an initial position uncertainty
that is small compared toλ/4. Current efforts in our group
focus on trying to achieve this level of control via optical
dipole-force traps and/or far-detuned optical lattices inside
the cavity.
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